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## Abstract

In the modern world big data is becoming increasingly important and ubiquitous. One prevalent form of data is graph data, which can be used to model various forms of network data, for example social networks. In order to support efficient processing of graph data, graph databases are actively being developed. One general technique to improve the performance of a database is by using an index. The main idea behind an index is to precompute information required to evaluate queries and to store this information such that it can be retrieved efficiently. However, graph databases have not yet been able to enjoy the years of extensive optimisation that traditional relational databases have.

In this thesis we present an approach to develop a graph database index tailored to support the evaluation of conjunctive path queries $(C P Q)$. This promising optimisation for graph databases in the form of a $C P Q$-native Index aims to significantly accelerate the evaluation of $C P Q \mathrm{~s}$, which are one of the most frequently used queries for complex graph analysis [65]. This, combined with the fact that in practice query evaluation times are often important to keep low, makes optimising query evaluation an interesting area of research. The proposed CPQnative Index when deployed can yield significant performance improvements for contemporary businesses and sciences that perform complex graph analyses.

Within this thesis we will first present all the required building blocks to create a $C P Q$-native Index and explain the concept of a database index in more detail. After discussing the individual components, we will then explain in detail how to construct a $C P Q$-native Index and evaluate its performance on real world datasets. Based on this evaluation we will see that at least a limited form of native support for $C P Q \mathrm{~s}$ can be implemented with relative ease in most applications.
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# Introduction 

Nowadays big data plays an integral role in contemporary businesses and sciences．One prevalent form of data is graph data，which is used to model various forms of network data，for example，social networks，road networks， and the topology of the internet．In order to accommodate graph data，we have started to develop so called graph databases specifically tailored towards graph data and the types of tasks often performed with graph data． These tasks are often related to retrieving specific information，finding specific patterns，or deriving certain metrics from data stored in the database and are typically performed by a process called querying．Executing a query is effectively a way to ask a question to a database．Given that in practice queries will often either be executed extremely often or be extremely time－consuming to execute，optimising this querying process is an interesting area of research．This is especially true when it comes to graph databases，as they are still relatively new with fewer already existing optimisations compared to traditional relational databases．Furthermore，one important factor complicating these optimisations is that many components in query evaluation are complex or even intractable for the general case．As such，it is often beneficial to restrict the problem and focus on a subset of all possible input queries，which we can do by defining a query language．The purpose of a query language is to enable optimisations specifically targeting queries that are part of the defined query language， making these queries more efficient to evaluate．Naturally，this approach works best if the majority of queries actually executed are part of the query language targeted for optimisation．A common method to then achieve these optimisations，and the main topic of this thesis，is to make use of an index．The goal of an index is to store precomputed（partial）information about the result of evaluating certain queries．This information can then be retrieved efficiently and combined to form the full result for a query being evaluated．The concept of an index will be explained in more detail in Section 1.1

The query language we target for optimisation with the index presented in this thesis is the language of conjunc－ tive path queries $(C P Q)$ ．These queries are one of the most frequently used queries for complex graph analyses and were recently formalised in a paper by Sasaki et al．65］．However，due to their novelty，various domains are still lacking tailored support．One domain where $C P Q$ awareness could significantly improve performance is graph database querying，which as mentioned can be achieved using an index．Given this technique and the ubiquity of $C P Q \mathrm{~s}$ ，it then makes sense to build an index that can accelerate the evaluation of $C P Q \mathrm{~s}$ ，which will be the topic we explore in this thesis．
Within this thesis we aim to present a comprehensive overview of all the components required to build a $C P Q$－ native Index，as well a concrete description of how to construct this index．However，while this end goal will always be used to motivate decisions made throughout this thesis，the final index is not the only valuable contribution．Some of the components researched to build the index are valuable research contributions in their own right and some are even more universally applicable．This is especially true for the core and homomorphism related algorithms we will present in Chapter 3．A comprehensive summary of all the research contributions will be given at the end of this thesis in Chapter 6 and a preview will be given in Section 1.3 ．
Finally，it is worth mentioning that the work presented in this thesis builds on a large body of prior research．We will make use of many fundamental concepts from the literature on graph theory，databases and bisimulation ［15，12，25，20，24，1］．Perhaps most importantly，we will also heavily reference the paper on language－aware indexing for $C P Q$ s by Sasaki et al．［65］．The research groups at Osaka and Eindhoven have also already explored a number of relevant research directions in internal notes $47,46,26,23$ ．Lastly，I will also be building on my own previous research $[39,35,34,33]$ ．All the prior research will be discussed in more detail in Section 2.1 ．

## 1．1 What is a Database Index

The goal of an index is essentially to accelerate queries we want to execute on a database．The database can effectively be thought of as a repository of all the knowledge we have available，and the query is the question we want to ask．Naturally，it is always possible to answer a question by going through all the data we have available．However，there are many applications where time is an important factor in answering database queries．Depending on the exact use case it may make sense to use a database index to reduce the time it takes to run certain queries．

The main idea behind an index is to（partially）precompute the result of certain queries．By doing so，the result of one of these queries can simply be returned immediately when it is executed without having to search through all the data．Essentially we are building a large lookup map of queries and their evaluation result． Naturally，there are serious scalability issues involved with the construction of such an index．If we do not know what a user may be interested in asking，we essentially have to build an index storing every possible formulation of every possible question a user may ask together with its result．If we apply this concept to the real world， this effectively results in an infinite number of questions to store，since you can always add more details to an existing question to make a new question．Within a database context，we generally either have artificial limits or hardware limits on the size of queries．However，this does not really solve the underlying issue and generally these limits are as large as possible．Hence，when designing an index we usually have to decide in advance what we will be storing．
To give a real world example．While storing all possible questions and their answer is infeasible，we can scope the question．Naively，you may think that limiting the questions to a specific topic may work here．However， note that this does not address the problem where we can always add more details to an existing question to make a new question．Instead，we have to define more fundamental constraints on a question．The first constraint is to formalise the query language being used．For this thesis we focus on the language of $C P Q s$ ， in a real world context we could for example decide to limit ourselves to English as defined by the Oxford English dictionary．Doing this gives us a set of axioms to start working from，i．e．，labels in the context of a graph database，and words in the context of the English language．The next step is to formalise a set of rules for combining these axioms into larger constructs．For this thesis this will be the formal definition of a $C P Q$ as defined in Section 2．2．2 for English language grammar can be seen as a similar concept．Having built this more restrictive framework for asking questions，we can now proceed to define effective limits on these questions．

For example，while scoping to a specific topic does not work as discussed，we can limit questions to a specific number of words．The Oxford English dictionary currently contains 288740 entries，this means that if we limit questions to at most three words we can ask $288740^{3}+288740^{2}+288740 \approx 24$ quadrillion questions．Assuming relatively compact answers，this means that we can store an answer to each of these questions with just a few exabytes of storage．It is also important to note that many of these hypothetical questions are not valid under the grammar rules of the language，significantly reducing the number of answers that need to be stored．The $C P Q$ query language makes uses of a similar method to quantify the size of queries called the diameter．We will formally introduce this metric in Section 2．2．2

Given these analogies we can now give a more concrete answer to the title of this section．A database index is some data structure that stores complete answers to specific（partial）queries called keys in a way that makes them efficient to retrieve．For the $C P Q$－native graph database index that will be presented in this thesis，these keys are the $C P Q_{k}$ cores that will be defined in Section 2.2 .2 and Chapter 3 and the answers are source target pairs that will be formalised in Section 2.2 .1 Essentially，an index can be thought of as a simple mapping from keys to precomputed results．The approach comes at the cost of additional storage and precomputation time， while improving the evaluation performance of queries that can leverage the index．A slightly more formal view of an index is that the data in the database is partitioned into blocks by some key，such that the data can be efficiently retrieved using this key．

## 1．2 Objectives

Ultimately，the main research topic of interest is to investigate if query evaluation can be improved using a $C P Q$－native Index．Unfortunately，this topic is too large for a single thesis to properly explore completely． Therefore，we will focus on two important sub－questions instead and list the remaining parts as future work in Section 6．1．The goal of this thesis is to explore a $C P Q$－native Index that is fully functional，but that does have restrictions on the queries it can be used for to accelerate．In particular，the index we will present in this thesis can only accelerate queries in $C P Q_{k}$ ，which is those $C P Q$ s with a diameter of at most $k$ ，as we will formalise in Section 2．2．2．The two main objectives in this thesis are：

1）How can we efficiently compute a $C P Q_{k}$ core？
As mentioned in Section 1.1 the index we will present in this thesis will use $C P Q_{k}$ cores as keys to look up （partial）evaluation results．Hence，we need to formally establish the exact definition of a $C P Q$ core and how one can be computed．Furthermore，we also need to investigate suitable methods to represent this core so it can be stored and compared efficiently．It is also worth noting that many of the components required to compute a core are computationally expensive．The answer to this sub－question will be explored in Chapter 3 ．
2）How can we associate $C P Q_{k}$ cores with blocks in the index？
As also mentioned in Section 1．1．our intent is for our constructed index keys to map to blocks that contain （partial）results．Naturally，this means that we need to somehow associate our keys with all the blocks they map to．Currently there is very little existing research on this topic，so this question will require the development of new theory．The new theory that was developed to answer this sub－question will be presented in Chapter 4
Combining these two main objectives we can phrase the problem statement for this thesis as follows：
Problem Statement：How can we index conjunctive path queries to accelerate query evaluation？
Essentially，within this thesis we will focus on the construction of the index．Many questions related to query evaluation and how to best use the constructed index in a more general setting will remain as future work．As mentioned，some of these future work directions will be listed in Section 6．1．

## 1．3 Contributions

As the primary goal of this thesis is to develop a $C P Q$－native Index，the completed index is naturally the main contribution．However，this is a composite result supported by many components，some of which are valuable contributions in their own right．On a conceptual level we will introduce many definitions，ideas and constructions required to build the index．The most notable contribution is the design for the completed $C P Q$－native Index itself，but the framework for treating $C P Q$ cores as keys is equally important．Many of the ideas we will present will also be accompanied by theoretical results to support them．Most notable here are the formal definitions for query homomorphism，$C P Q$ cores，and the theory for computing cores for index blocks．In turn we also present concrete algorithms for many of these theoretical results．On an algorithmic level we will present new algorithms to compute tree decompositions and to compute $C P Q$ cores．Finally，a concrete implementation of the entire index and all its individual components is provided as open－source GPL v3．0 licensed［28］repositories $]^{12}$ on GitHub and will be discussed in more detail in Section 2.3

## 1．4 Overview

Having introduced the basic ideas and concepts in this chapter，we will give a short overview of the remaining chapters of this thesis．First，in Chapter 2 we will give an overview of all the prior research，main definitions and concepts that will be used throughout the rest of this thesis．Second，in Chapter 3 we will introduce all the main components required to construct the $C P Q$－native Index．Third，in Chapter 4 we will describe the complete $C P Q$－native Index．Fourth，in Chapter 5 we will present an evaluation of the completed index．Finally，we will end the thesis in Chapter 6 by summarising and discussing the main results，as well as presenting a number of possible directions for future work．Here we will also see that we have succeeded in providing an answer to the problem statement in Section 1.2 of how to index $C P Q$ s to accelerate query evaluation．

[^0]
## Preliminaries

## $\underbrace{\text { 第二章 }}$

Before discussing the construction of the $C P Q$－native Index and the components required to build such an index， we will first cover important background knowledge．In this chapter we will start with a detailed overview of the most relevant prior research in Section 2．1．Following this we will introduce all the important terminology and definitions used throughout this thesis in Section 2．2．Finally，in Section 2.3 we will discuss the reference implementation for this thesis in more detail．

## 2．1 Prior Research

Although predominantly not part of the published literature，the work presented in this thesis does build on a number of important previous research projects．The goal of this section is to briefly cover them all to present a background on the work around $C P Q \mathrm{~s}$ ．However，it is worth noting that while the formal definition of $C P Q_{\mathrm{s}}$ is recent，many closely related topics are not．$C P Q$ s are a class of recursively constructed graphs，and classes like this have been extensively studied in the literature for decades［15］．Of particular note are the classes of conjunctive queries $(C Q)$ and series－parallel graphs $(S P) . C P Q \mathrm{~s}$ are a subset of the former and an extension of the latter by the addition of an identity and intersection operator．In addition，it is worth noting that all of the operations used to define the $C P Q$ query language have been formally defined before $[12,25]$ ．In fact，the class of graphs itself has also been formalised a number of times before for different use cases［20］．The novelty of the current formalisation as $C P Q$ stems from its use as a query language for the acceleration of query evaluation． The definition of a $C P Q$ that will be used during this thesis will be provided in Section 2．2．2 The concept of a language－aware index has also been studied before，with the general approach to structural indexing being explained in the＂Querying Graphs＂book［12］．This book also briefly introduces the notion of bisimulation［24］， which we will explain in more detail in Sections 2．1．5 and 2．2．5．and which the language－aware index by Sasaki et al．［65］is based on．In the following sections we will introduce the core resources available that will be used in this thesis that directly cover $C P Q \mathrm{~s}$ ．

## 2．1．1 Language－aware Indexing for Conjunctive Path Queries

First and foremost，the 2022 paper on language－aware indexing for conjunctive path queries by Yuya Sasaki， George Fletcher，and Makoto Onizuka 65．This paper was published as a collaboration between Osaka Uni－ versity and Eindhoven University of Technology，and served as the original inspiration for this thesis．In this paper language－aware indexing for $C P Q$ s is proposed．The proposed method essentially covers an input $C P Q$ to evaluate with paths and then uses these paths as keys to the index．This results in an index that is aware of $C P Q \mathrm{~s}$ ，but does not natively support them since paths are used as index keys．A variation of the proposed index that allows a user to indicate label sequences of interest is also proposed．This variation results in a more scalable index at the cost of only being able to accelerate the processing of queries with the indicated label sequences．We refer to an index where the user is able to specify what the index should store as interest－aware and this is an extremely powerful technique to mitigate the storage issues raised in Section 1．1．

A natural next research step，and the topic of this thesis，would be to natively integrate $C P Q \mathrm{~s}$ in the design of the index such that they can directly be used as index keys．Also note that the index proposed in the language－ aware indexing paper already partitions all paths in the graph into partition blocks that are indistinguishable with respect to the query language using the notion of $k$－path－bisimulation．This is a major component of the index which we will largely reuse for the $C P Q$－native Index described in Section 4 The reference implementation for the language－aware index is available on GitHub 63］under the MIT license 55］．

## 2．1．2 Internal Notes

Given that some form of $C P Q$ s are a topic that has been studied for a while at both the Eindhoven University of Technology in the Netherlands and Osaka University in Japan，there are a number of unpublished internal resources available［47，46，26，23，39］．While the language－aware indexing paper［65］largely covers the the main topics，some specific aspects have already been explored in greater detail．
Most relevant to this thesis are unpublished notes on designing a $C P Q$－Core－based Index written by Seiji Maekawa from Osaka University［47，46］．These notes describe how to compute the query graph of a $C P Q$（see Section 2．2．3 and provide a nearly complete theory on computing $C P Q$ cores（see Section 3．2）based on older notes 26$]$ ．Some notes on designing a $C P Q$－native Index，as well as simple bounds on the total number of cores are also presented．This document of internal notes can effectively be seen as the initial foundation for this thesis，with all the concepts introduced in these notes being expanded upon in this thesis．My own seminar research proposal［39］also provides a basis for this thesis．

## 2．1．3 $C P Q$ Keys

During an internship at the University of Osaka，I conducted a survey of graph canonisation algorithms 35 ， 34．As mentioned in Section 1．1．the goal of the thesis project is to use $C P Q s$ as index keys．In order to be able to do this we need a method to turn a $C P Q$ ，which is in essence a graph，into a canonical form that can be used as a key．For example，a string representation of the graph could be used as long as the string is equal for all isomorphically equivalent graphs．The empirical study conducted during my internship evaluating graph canonisation algorithms on their performance on $C P Q$ query graphs，showed that the sparse version of nauty［54］is most suited for this purpose．We will make use of this result when discussing our approach to $C P Q$ canonisation in Section 3.4 and we will also reuse a number of the algorithms implemented during this project．

## 2．1．4 gMark

During a Capita Selecta project I worked on random $C P Q$ generation for benchmarking purposes［33．The developed algorithm was heavily inspired by gMark［6］，which already implemented similar query generation for the regular path query $(R P Q)$ query language．During this project I started a rewrite of the gMark software and this codebase was also further extended with more $C P Q$ related utility features during my internship［35］． Currently，this version of gMark is essentially a piece of software focussed primarily around the development of $C P Q$ related utilities and comes with an extensive API to make it easy to test new ideas involving $C P Q \mathrm{~s}$ ．For this thesis gMark was again extended further with more general utilities，as we will discuss in more detail in Section 2．3．1．

## 2．1．5 Bisimulation

While we are primarily interested in the notion of $k$－path－bisimulation in this thesis，the general field of bisim－ ilarity is much larger．The notion of bisimulation has been studied extensively throughout the literature［1］． Most notably，efficient algorithms for finite input that work by refining partition blocks similar to the approach for $k$－path－bisimulation，have been researched for decades．These classical algorithms for computing bisimilarty generally have a runtime that varies in the number of states $n$ and transitions $m$ in the input，such as $\mathcal{O}(n \cdot m)$ ［43］or $\mathcal{O}(m \log n)$［57．Note that for a graph states and transitions correspond to vertices and edges respec－ tively．It is also worth mentioning that the algorithm used by the language－aware index has polynomial time complexity［65］．We will discuss the notion of $k$－path－bisimulation which we will work with in more detail in Section 2．2．5．

## 2．2 Terminology

The main content of this thesis relies on a number of important pre－existing definitions and concepts．These topics will be introduced in this section and will form the basis for all new theory introduced in the later chapters of this thesis．At the same time this section doubles as an easy to reference overview of all the assumed prior knowledge，definitions and conventions．

## 2．2．1 Basic Terminology

This section will be used to establish some basic concepts that will be used throughout this thesis．Most of these concepts are already universally established．However，to avoid any interpretation issues they will be explicitly defined in this section．

## Graphs

Naturally graphs play an important role in a thesis about graph database query evaluation．A graph $\mathcal{G}$ is defined by a set of vertices or nodes $\mathcal{V}$ and a set of edges $\mathcal{E}$ ．Generally the graphs in this thesis will be directed multigraphs．This means that it is allowed for a vertex to have an edge from itself to itself called a self loop and that it is allowed for more than one edge to connect the same two vertices called parallel edges．A graph where these two patterns are not allowed is called a simple graph，directed graphs are sometimes also referred to as digraphs．The opposite of a directed graph is an undirected graph，which simply means that vertices are connected or not，instead of this connection explicitly being from one of the vertices to the other．

## Labels

Graphs can generally have two types of labels，vertex labels and edge labels．A label is effectively some extra information attached to either a vertex or an edge and the set of all possible labels $\mathcal{L}$ is called the label set of a graph．Most of the graphs in this thesis will only have edge labels．

## Edges

Since we will be dealing with different types of graphs in this thesis，we also have more than one definition of an edge．Generally for labelled edges we will define an edge $e$ as $(v, u, l) \in \mathcal{V} \times \mathcal{V} \times \mathcal{L}$ ．Similarly，if no edge labels are involved we will use $(v, u) \in \mathcal{V} \times \mathcal{V}$ ．If the graph is directed all edges will be from $v$ to $u$ ，otherwise the order is irrelevant．

## Tree

A common special type of graph used in this thesis is a tree．A tree is a directed graph where all edges are directed away from a special vertex called the root．Furthermore，a tree is not allowed to have any cycles， meaning that when traversing a tree you will never visit a specific node or edge more than once unless you follow an edge more than once．

## Bipartite Graph

Another special type of graph is a bipartite graph．In a bipartite graph the vertex set $\mathcal{V}$ can be split into two subsets $\mathcal{V}_{1}, \mathcal{V}_{2} \subset \mathcal{V}$ that do not share any elements $\mathcal{V}_{1} \cap \mathcal{V}_{2}=\emptyset$ ，such that all edges are between vertices in $\mathcal{V}_{1}$ and $\mathcal{V}_{2}$ ．This means that there are no edges connecting vertices within the same subset．

## Sets

Sets are commonly presented as unordered constructs．However，within this thesis，notably in Section 3．1．3 it is beneficial to think of sets as being ordered．Since sets being ordered does not affect other parts of this thesis we will by default assume that a set is ordered．Consequently，any loops over a set will return set elements in order．

## Paths

In this thesis we will often refer to paths that exist in a graph either explicitly or implicitly．An explicit reference to a path can be thought of as a sequence of labels that needs to be traversed to go from a specific vertex in the graph to a different vertex．Intuitively，the length of this path is then the number of labelled edges that has to be traversed．However，more often than not we will not care about the exact path in this thesis．In such contexts we will instead implicitly refer to the existence of paths by simply giving a so called source target pair． Such a pair consists of two vertices called the source and target that are connected by some path，but we do
not further specify exactly how this path looks．This concept further ties into the definition of the source and target vertex in a query，as will be explained in more detail in Section 2.2 .2 and 2.2 .3 ．When the source and target of a path are identical we call the path a loop or cycle．Sometimes we will refer to the set of all paths in a graph of at most a given length $k$ ，we will denote this with $\mathcal{P} \leq k$ ．

## 2．2．2 Conjunctive Path Queries

As stated in Sasaki et al．［65］and prior research projects［35，33，39，conjunctive path queries $(C P Q)$ are a basic graph query language．A conjunctive path query can recursively be constructed from the operations of identity＇$i d$＇，edge label＇$l$＇，inverse edge label＇$l$＇，join or concatenation＇ 0 ＇and conjunction or intersection＇$\cap$＇． For the edge label operation the labels $l$ come from a finite set of labels $\mathcal{L}$ ．This results in the grammar shown in Equation 2.1

$$
\begin{equation*}
C P Q::=i d|l| l^{-}|C P Q \circ C P Q| C P Q \cap C P Q \mid(C P Q) \tag{2.1}
\end{equation*}
$$

The exact definition of these operations when evaluated on a directed multigraph $\mathcal{G}$ with vertex set $\mathcal{V}$ ，edge label set $\mathcal{L}$ and edge set $\mathcal{E}=\mathcal{V} \times \mathcal{V} \times \mathcal{L}$ will be discussed next based on Equations 2．2，2．3，2．4，2．5，2．6 and 2.7.

$$
\begin{align*}
\llbracket i d \rrbracket_{\mathcal{G}} & =\{(v, v) \mid v \in \mathcal{V}\}  \tag{2.2}\\
\llbracket l \rrbracket_{\mathcal{G}} & =\{(v, u) \mid(v, u, l) \in \mathcal{E}\}  \tag{2.3}\\
\llbracket l^{-} \rrbracket_{\mathcal{G}} & =\{(u, v) \mid(v, u, l) \in \mathcal{E}\}  \tag{2.4}\\
\llbracket q_{1} \circ q_{2} \rrbracket_{\mathcal{G}} & =\left\{(v, u) \mid \exists m \in \mathcal{V}:(v, m) \in \llbracket q_{1} \rrbracket_{\mathcal{G}} \wedge(m, u) \in \llbracket q_{2} \rrbracket_{\mathcal{G}}\right\}  \tag{2.5}\\
\llbracket q_{1} \cap q_{2} \rrbracket_{\mathcal{G}} & =\left\{(v, u) \mid(v, u) \in \llbracket q_{1} \rrbracket_{\mathcal{G}} \wedge(v, u) \in \llbracket q_{2} \rrbracket_{\mathcal{G}}\right\}  \tag{2.6}\\
\llbracket\left(q_{1}\right) \rrbracket_{\mathcal{G}} & =\llbracket q_{1} \rrbracket_{\mathcal{G}} \tag{2.7}
\end{align*}
$$

These equations show that the result of evaluating a $C P Q$ is a set of vertex pairs．As discussed in Section 2．2．1 these pairs should be thought of as paths between the first vertex and the second vertex．Next we will discuss each of these operations in greater detail．Starting with identity in Equation 2．2，this operation simply selects all vertices from the graph with themselves．Essentially this operation can be thought of as the selection of all zero length paths．Moving to the edge label operation in Equation 2．3 this operation selects the source vertex of every edge with label $l$ together with the target vertex．Essentially this operation selects all paths of length 1 with a specific label following direction of the edges．Similarly then the inverse edge label operation in Equation 2.4 also selects length 1 paths with a specific label．However，this operation traverses edges from target to source．The join operation in Equation 2.5 evaluates the two $C P Q \mathrm{~s}$ it is joining and then returns pairs where the target vertex of a pair from the first $C P Q$ is equal to the source of a pair from the second $C P Q$ ． This process can be thought of as joining two paths that end and start at some shared vertex，these paths are then combined and the source and target of the new combined path are returned．Next is the conjunction operation from Equation 2.6 this operation again evaluates two $C P Q$ s．However，this time the returned pairs are simply those pairs that are present in the evaluation result of both evaluated $C P Q$ s．Essentially this process can be seen as running two $C P Q \mathrm{~s}$ in parallel between the same vertices and only pairs found by both $C P Q \mathrm{~s}$ are returned．Finally，the bracket operation from Equation 2.7 is trivial and simply removes any round brackets surrounding a $C P Q$ to evaluate．

As previously stated，this means that the result of evaluating a $C P Q$ is a set of vertex pairs representing paths that exist within the graph．For convenience it is possible to omit the explicit definition of inverse edge label ＇$l^{-}$＇and to instead extend the label set $\mathcal{L}$ with all inverse labels．However，we will not do that in this thesis since there are a number of places where the distinction between a forward label and an inverse label is important． Nevertheless，for some applications this simplification may be justified．For a better intuition of the patterns $C P Q \mathrm{~s}$ match more visual examples of $C P Q \mathrm{~s}$ will be given in Section 2．2．3

During index development later on，it is important that we can somehow quantify the size of a $C P Q$ ．For this purpose we will define the concept of the diameter of a $C P Q$ as the maximum number of edge labels to which the join operation is applied．Essentially this can be thought of as the length of the longest path from source to target within the $C P Q$ itself．Given the recursive nature of $C P Q \mathrm{~s}$ ，we also give a recurrence to compute the diameter of a $C P Q$ in Equations $2.8,2.9,2.10,2.11,2.12$ and 2.13

$$
\begin{align*}
\operatorname{dia}(i d) & =0  \tag{2.8}\\
\operatorname{dia}(l) & =1  \tag{2.9}\\
\operatorname{dia}\left(l^{-}\right) & =1  \tag{2.10}\\
\operatorname{dia}\left(q_{1} \circ q_{2}\right) & =\operatorname{dia}\left(q_{1}\right)+\operatorname{dia}\left(q_{2}\right)  \tag{2.11}\\
\operatorname{dia}\left(q_{1} \cap q_{2}\right) & =\max \left(\operatorname{dia}\left(q_{1}\right), \operatorname{dia}\left(q_{2}\right)\right)  \tag{2.12}\\
\operatorname{dia}\left(\left(q_{1}\right)\right) & =\operatorname{dia}\left(q_{1}\right) \tag{2.13}
\end{align*}
$$

Recalling the intuition of the individual $C P Q$ operations given earlier，these definitions are fairly straightforward． As mentioned identity is effectively selecting zero length paths and thus as shown in Equation 2.8 the diameter of identity is zero．Similarly，since forward label and inverse label select length one paths，their diameter is also one as shown in Equations 2.9 and 2.10 For the diameter of the join operation in Equation 2.11 note that this operation effectively concatenates two paths．Therefore，the length of the resulting path is simply the combined length of the paths it was created from．Note that the conjunction operation is intersecting two paths，if we are interested in the longest path then we simply need to look at the length of the longest path in the intersection as shown in Equation 2.12 Finally，the bracket operation shown in Equation 2.13 is again trivial and simply defers the computation to a different rule in the recursion．

When developing the index，we will frequently need to refer to a subset of all $C P Q \mathrm{~s}$ with at most a given diameter $k$ ，we will denote this with $C P Q_{k}$ ．More information about $C P Q$ s and their properties can be found in the paper by Sasaki et al．65］．To illustrate how $C P Q \mathrm{~s}$ work，we will show an example of how to construct a query to find people who know someone who knows them．Note that finding people you know who also know you is equivalent to finding a path consisting of two knows edges that starts and ends at the same node． We can write the following $C P Q$ for this（knows o knows）$\cap i d$ ，where we add the conjunction with identity to ensure we only return results that start and end at the same node．To make the example more concrete we show a simple social network in Figure 2．1．Evaluating the suggested $C P Q$ then gives the following results $\llbracket($ knows $\circ$ knows $) \cap i d \rrbracket_{\mathcal{G}}=\{($ Alice，Alice $),($ Bob，Bob $)\}$ ．


Figure 2．1：A simple social network graph $\mathcal{G}$ ．

## 2．2．3 $C P Q$ Query Graphs

Since $C P Q$ is a graph querying language，we can visualise the graph structure matched by a $C P Q$ as a graph．We call this graph the query graph of a $C P Q$ ．A query graph for a $C P Q q$ is defined as $\mathcal{G}_{q}=\left(\mathcal{V}_{q}, \mathcal{E}_{q}, \mathcal{L}, v_{s}, v_{t}\right)$ ．Here $\mathcal{V}_{q}$ and $\mathcal{E}_{q}$ respectively represent the vertices and the edges in the query graph．The set $\mathcal{L}$ represents the edge labels appearing in the $C P Q$ ，and $v_{s}$ and $v_{t}$ are the source and target vertex of the $C P Q$ ．Next we will show how to recursively construct the query graph of a $C P Q$ using a recursive set of equations．This construction process is identical to the one given in my internship report 35 and based on notes by Seiji Maekawa 47 ．

Before discussing the construction of a query graph，we first extend its definition with an extra set $\mathcal{F}_{i d}$ that keeps track of distinct vertices that should eventually be merged to become the same vertex．This set is required to properly handle the identity operation．The query graph construction works in three main steps．First we have three base case definitions of $f_{q 2 g r a p h}$ that define a query graph for identity，edge label and inverse edge label．Second we have three recursive definitions for the join，conjunction and bracket operations that compute the query graph of smaller parts of the input query and then merge the results．Finally，we have a recursive merge step $f_{\text {merge }}$ that cleans up the final graph by merging marked pairs of identity vertices in $\mathcal{F}_{i d}$ ．After all identity pairs have been merged the set $\mathcal{F}_{i d}$ is empty and no longer required．Before discussing the three construction stages in detail，we first clarify the general definition of the query graph construction formula． Note that in general a call to $f_{q 2 g r a p h}$ takes the form shown in Equation 2.14

$$
\begin{equation*}
f_{q 2 g r a p h}\left(q, v, u, \mathcal{G}_{q}\right)=\mathcal{G}_{q}^{\prime} \tag{2.14}
\end{equation*}
$$

Here $q$ is the $C P Q$ to compute the query graph of and $\mathcal{G}_{q}$ the query graph computed so far，the returned graph $\mathcal{G}_{q}^{\prime}$ is then the updated query graph with the parts for $q$ ．The vertices $v$ and $u$ are the source and target vertices of the part of the query graph being processed，for the initial call to $f_{q 2 g r a p h}$ these vertices will be set to the source and target of the entire query graph $v_{s}$ and $v_{t}$ respectively．Finally，it is important to note in the initial call that the source and target vertex are already part of the query graph being constructed．Putting everything together this means that the initial call to $f_{q 2 g r a p h}$ takes the following arguments for a $C P Q q$ to convert $f_{q 2 \text { graph }}\left(q, v_{s}, v_{t},\left(\left\{v_{s}, v_{t}\right\}, \emptyset, \mathcal{L}, v_{s}, v_{t}, \emptyset\right)\right)$ ．Thus，initially $\mathcal{V}_{q}=\left\{v_{s}, v_{t}\right\}, \mathcal{E}_{q}=\emptyset, \mathcal{F}_{i d}=\emptyset$ and the label set $\mathcal{L}$ is determined entirely in advance．Next we will discuss all three stages of the query graph construction process in more detail．
Starting with the base cases of the $f_{q 2 g r a p h}$ construction．Equations 2．15，2．16 and 2.17 show the construction method for the identity，forward edge label and inverse edge label operations respectively．

$$
\begin{align*}
f_{q 2 \text { graph }}\left(i d, v, u,\left(\mathcal{V}_{f}, \mathcal{E}_{f}, \mathcal{L}, v_{s}, v_{t}, \mathcal{F}_{i d}\right)\right) & =\left(\mathcal{V}_{f}, \mathcal{E}_{f}, \mathcal{L}, v_{s}, v_{t}, \mathcal{F}_{i d} \cup\{(v, u)\}\right)  \tag{2.15}\\
f_{q 2 \text { graph }}\left(l, v, u,\left(\mathcal{V}_{f}, \mathcal{E}_{f}, \mathcal{L}, v_{s}, v_{t}, \mathcal{F}_{i d}\right)\right) & =\left(\mathcal{V}_{f}, \mathcal{E}_{f} \cup\{v, u, l\}, \mathcal{L}, v_{s}, v_{t}, \mathcal{F}_{i d}\right)  \tag{2.16}\\
f_{q 2 \text { graph }}\left(l^{-}, v, u,\left(\mathcal{V}_{f}, \mathcal{E}_{f}, \mathcal{L}, v_{s}, v_{t}, \mathcal{F}_{i d}\right)\right) & =\left(\mathcal{V}_{f}, \mathcal{E}_{f} \cup\{u, v, l\}, \mathcal{L}, v_{s}, v_{t}, \mathcal{F}_{i d}\right) \tag{2.17}
\end{align*}
$$

To further illustrate the behaviour of these equations we also show their visual output in Figure 2.2 when evaluated with initial call arguments and with $\mathcal{L}=\{a\}$ ．Here Figure 2.2 b shows the forward label construction for $q=a$ and Figure 2．2c the inverse label construction for $q=a^{-}$．Given that these base cases handle paths of length one as described in Section 2．2．2，their behaviour is relatively straightforward．However，the identity construction does not add any vertices or edges to the graph，it only saves the pair $(v, u)$ to $\mathcal{F}_{i d}$ ．This pair is essentially a note for the $f_{\text {merge }}$ construction step we will cover later，saying that while currently separate vertices，$v$ and $u$ are supposed to be the same vertex．Note that intuitively we would expect the query of just identity $q=i d$ to look as shown in Figure 2．2a


Figure 2．2：$C P Q$ query graph construction base cases．
Next we will discuss the recursive cases of the $f_{\text {q2graph }}$ construction．Again we will start by giving the formal definition for the construction of the join，conjunction and bracket operations in Equation $2.18,2.19$ and 2.20 respectively．Note that two of these formulas feature a special $\cup_{G}$ operator．This operator is shorthand for taking the union of two query graphs，which we define as follows $\left(\mathcal{V}_{1}, \mathcal{E}_{1}, \mathcal{L}, v_{s}, v_{t}, \mathcal{F}_{1}\right) \cup_{\mathcal{G}}\left(\mathcal{V}_{2}, \mathcal{E}_{2}, \mathcal{L}, v_{s}, v_{t}, \mathcal{F}_{2}\right)=$ $\left(\mathcal{V}_{1} \cup \mathcal{V}_{2}, \mathcal{E}_{1} \cup \mathcal{E}_{2}, \mathcal{L}, v_{s}, v_{t}, \mathcal{F}_{1} \cup \mathcal{F}_{2}\right)$ ．Essentially the union of two query graphs is simply the union of all the individual sets that make up each query graph，with only $\mathcal{L}$ being an exception to this rule．

$$
\begin{align*}
f_{q 2 \text { graph }}\left(q_{1} \circ q_{2}, v, u,\left(\mathcal{V}_{f}, \mathcal{E}_{f}, \mathcal{L}, v_{s}, v_{t}, \mathcal{F}_{i d}\right)\right)= & f_{q 2 \text { graph }}\left(q_{1}, v, m,\left(\mathcal{V}_{f} \cup\{m\}, \mathcal{E}_{f}, \mathcal{L}, v_{s}, v_{t}, \mathcal{F}_{i d}\right)\right) \\
& \quad \cup \mathcal{G} f_{q 2 \operatorname{graph}}\left(q_{2}, m, u,\left(\mathcal{V}_{f} \cup\{m\}, \mathcal{E}_{f}, \mathcal{L}, v_{s}, v_{t}, \mathcal{F}_{i d}\right)\right)  \tag{2.18}\\
f_{q 2 \text { graph }}\left(q_{1} \cap q_{2}, v, u,\left(\mathcal{V}_{f}, \mathcal{E}_{f}, \mathcal{L}, v_{s}, v_{t}, \mathcal{F}_{i d}\right)\right)= & f_{q 2 \text { graph }}\left(q_{1}, v, u,\left(\mathcal{V}_{f}, \mathcal{E}_{f}, \mathcal{L}, v_{s}, v_{t}, \mathcal{F}_{i d}\right)\right)  \tag{2.19}\\
& \quad \cup \mathcal{G} f_{q 2 g r a p h}\left(q_{2}, v, u,\left(\mathcal{V}_{f}, \mathcal{E}_{f}, \mathcal{L}, v_{s}, v_{t}, \mathcal{F}_{i d}\right)\right) \\
f_{q 2 \text { graph }}\left(\left(q_{1}\right), v, u,\left(\mathcal{V}_{f}, \mathcal{E}_{f}, \mathcal{L}, v_{s}, v_{t}, \mathcal{F}_{i d}\right)\right)= & f_{q 2 \text { graph }}\left(q_{1}, v, u,\left(\mathcal{V}_{f}, \mathcal{E}_{f}, \mathcal{L}, v_{s}, v_{t}, \mathcal{F}_{i d}\right)\right) \tag{2.20}
\end{align*}
$$

Similar to the base cases we also show the visual output of the recursive cases in Figure 2.3 when evaluated with the initial call arguments and with $\mathcal{L}=\{a, b\}$ ．However，the recursive case for brackets is excluded as it has no visual significance and effectively just functions as a pass through to unpack the $C P Q$ inside the brackets．For the other two equations，the join case is shown in Figure 2．3a for $q=a \circ b$ ，note from Section 2.2 .2 that intuitively the join operator connects two existing paths into a new longer path．For $q$ note that both $f_{q 2 g r a p h}\left(a, v_{s}, v_{t}, \mathcal{G}_{q}\right)$ and $f_{q 2 g r a p h}\left(b, v_{s}, v_{t}, \mathcal{G}_{q}\right)$ will be computed，producing two subgraphs equal to Figure 2．2b except for the label．These two paths of length one are then combined into the final path as seen in Figure 2．3a It is also worth noting that the join operation is the only operation that increases the size of the query graph vertex set．The conjunction case is shown in Figure 2．3b for $q=a \cap b$ ，recall from Section 2．2．2 that conjunction
can be seen as running two $C P Q$ s in parallel between the same vertices．Note that in this case these $C P Q \mathrm{~s}$ were again formed by $f_{q 2 g r a p h}\left(a, v_{s}, v_{t}, \mathcal{G}_{q}\right)$ and $f_{q 2 g r a p h}\left(b, v_{s}, v_{t}, \mathcal{G}_{q}\right)$ just like for the join example，and observe that the result in Figure 2．3b has exactly these two length one paths in parallel between the same vertices．


Figure 2．3：$C P Q$ query graph construction recursive cases．
Having covered the base cases and the recursive cases we can now cover the final part of the query graph construction that deals with the identity operation．As noted earlier，the set $\mathcal{F}_{i d}$ contains pairs of vertices that are supposed to be the same vertex，but that currently are separate vertices．To finish the query graph construction this means that we need to merge these vertices into the same vertex，for which we will introduce a final recursive $f_{\text {merge }}$ function shown in Equation 2.21 and 2.22 ．

$$
\left\{\begin{align*}
&\left\{\text { Let }\left(v_{i d}, u_{i d}\right) \text { be an element in } \mathcal{F}_{i d}\right\} \\
& f_{\text {merge }}( \\
& \mathcal{V}_{f} \backslash\left\{v_{i d}\right\}, \\
& \mathcal{E}_{f} \cup\left\{\left(u_{i d}, u, l\right) \mid(v, u, l) \in \mathcal{E}_{f} \wedge v=v_{i d}\right\} \\
& \cup\left\{\left(v, u_{i d}, l\right) \mid(v, u, l) \in \mathcal{E}_{f} \wedge u=v_{i d}\right\} \\
& \cup\left\{\left(u_{i d}, u_{i d}, l\right) \mid(v, u, l) \in \mathcal{E}_{f} \wedge v=v_{i d} \wedge u=v_{i d}\right\} \\
& \backslash\left\{(v, u, l) \mid(v, u, l) \in \mathcal{E}_{f} \wedge\left(v=v_{i d} \vee u=v_{i d}\right)\right\}, \\
& \mathcal{L} \\
& v_{s} \\
& v_{t} \text { if } v_{s} \neq v_{i d} \text { otherwise } u_{i d}, \\
& \mathcal{F}_{i d} \cup\left\{\left(v_{i d} \text { otherwise } u_{i d}, u\right) \mid(v, u) \in \mathcal{F}_{i d} \wedge v=v_{i d}\right\} \\
& \cup\left\{\left(v, u_{i d}\right) \mid(v, u) \in \mathcal{F}_{i d} \wedge u=v_{i d}\right\} \\
& \backslash\left\{(v, u) \mid(v, u) \in \mathcal{F}_{i d} \wedge\left(v=v_{i d} \vee u=v_{i d}\right)\right\} \tag{2.21}
\end{align*}\right.
$$

$$
\begin{equation*}
f_{\text {merge }}\left(\left(\mathcal{V}_{f}, \mathcal{E}_{f}, \mathcal{L}, v_{s}, v_{t}, \mathcal{F}_{i d}\right)\right) \text { if }\left(\mathcal{F}_{i d}=\emptyset\right)=\left(\mathcal{V}_{f}, \mathcal{E}_{f}, \mathcal{L}, v_{s}, v_{t}\right) \tag{2.22}
\end{equation*}
$$

This function consists of a base case shown in Equation 2.22 for when there are no pairs left in $\mathcal{F}_{i d}$ and a recursive case shown in Equation 2.21 that consumes one pair from $\mathcal{F}_{i d}$ for each call．To illustrate the functionality of the merge step we give a simple query graph for $q=(a \circ b) \cap i d$ in Figure 2．4a，for which the merge step has not been executed yet．Note that at this point the set $\mathcal{F}_{i d}$ will contain the pair $(s, t)$ ．After merging $s$ and $t$ into the same vertex using $f_{\text {merge }}$ we obtain the final query graph shown in Figure 2.4 b

（a）Graph for $(a \circ b) \cap i d$ before the merge step．

（b）Graph for $(a \circ b) \cap i d$ after the merge step．

Figure 2．4：$C P Q$ query graph construction merge step example．
Having explained all the individual steps，we now give one final complete example for the query $q=(a \cap i d) \circ$ $(a \cap b)$ ．Note that in order to compute the query graph of this $C P Q$ ，we need to evaluate $f_{\text {merge }}\left(f_{\text {q2graph }}((a \cap\right.$ $\left.\left.i d) \circ(a \cap b), v_{s}, v_{t},\left(\left\{v_{s}, v_{t}\right\}, \emptyset,\{a, b\}, v_{s}, v_{t}, \emptyset\right)\right)\right)$ ．Recall that initially the vertex set $\mathcal{V}$ contains only the source vertex $v_{s}$ and target vertex $v_{t}$ ，while the edge set $\mathcal{E}$ and $\mathcal{F}_{i d}$ set are empty．Note that the label set $\mathcal{L}$ is not changed at all by the query graph construction and instead contains all labels that appear in $q$ from the start， giving it the initial value of $\{a, b\}$ ．For the evaluation we will start with evaluating $f_{q 2 g r a p h}$ to obtain the input for $f_{\text {merge }}$ ，this evaluation is shown in Equations $2.23,2.24,2.25,2.26,2.27$ and 2.28 Note that all the discussed variants of $f_{q 2 g r a p h}$ are present in these steps except for inverse edge label．

$$
\begin{align*}
& f_{q 2 g r a p h}\left((a \cap i d) \circ(a \cap b), v_{s}, v_{t},\left(\left\{v_{s}, v_{t}\right\}, \emptyset,\{a, b\}, v_{s}, v_{t}, \emptyset\right)\right)=  \tag{2.23}\\
& f_{q 2 g r a p h}\left((a \cap i d), v_{s}, m,\left(\left\{v_{s}, v_{t}, m\right\}, \emptyset,\{a, b\}, v_{s}, v_{t}, \emptyset\right)\right)  \tag{2.24}\\
& \cup_{\mathcal{G}} f_{q 2 g r a p h}\left((a \cap b), m, v_{t},\left(\left\{v_{s}, v_{t}, m\right\}, \emptyset,\{a, b\}, v_{s}, v_{t}, \emptyset\right)\right)= \\
& f_{q 2 g r a p h}\left(a \cap i d, v_{s}, m,\left(\left\{v_{s}, v_{t}, m\right\}, \emptyset,\{a, b\}, v_{s}, v_{t}, \emptyset\right)\right) \\
& \cup_{\mathcal{G}} f_{q 2 g r a p h}\left(a \cap b, m, v_{t},\left(\left\{v_{s}, v_{t}, m\right\}, \emptyset,\{a, b\}, v_{s}, v_{t}, \emptyset\right)\right)=  \tag{2.25}\\
& f_{q 2 g r a p h}\left(a, v_{s}, m,\left(\left\{v_{s}, v_{t}, m\right\}, \emptyset,\{a, b\}, v_{s}, v_{t}, \emptyset\right)\right) \\
& \cup_{\mathcal{G}} f_{q 2 \text { graph }}\left(i d, v_{s}, m,\left(\left\{v_{s}, v_{t}, m\right\}, \emptyset,\{a, b\}, v_{s}, v_{t}, \emptyset\right)\right)  \tag{2.26}\\
& \cup_{\mathcal{G}} f_{q 2 g r a p h}\left(a, m, v_{t},\left(\left\{v_{s}, v_{t}, m\right\}, \emptyset,\{a, b\}, v_{s}, v_{t}, \emptyset\right)\right) \\
& \cup_{\mathcal{G}} f_{q 2 g r a p h}\left(b, m, v_{t},\left(\left\{v_{s}, v_{t}, m\right\}, \emptyset,\{a, b\}, v_{s}, v_{t}, \emptyset\right)\right)= \\
&\left(\left\{v_{s}, v_{t}, m\right\},\left\{\left(v_{s}, m, a\right)\right\},\{a, b\}, v_{s}, v_{t}, \emptyset\right) \\
& \cup_{\mathcal{G}}\left(\left\{v_{s}, v_{t}, m\right\}, \emptyset,\{a, b\}, v_{s}, v_{t},\left\{\left(v_{s}, m\right)\right\}\right)  \tag{2.27}\\
& \cup \mathcal{G}\left(\left\{v_{s}, v_{t}, m\right\},\left\{\left(m, v_{t}, a\right)\right\},\{a, b\}, v_{s}, v_{t}, \emptyset\right) \\
& \cup_{\mathcal{G}}\left(\left\{v_{s}, v_{t}, m\right\},\left\{\left(m, v_{t}, b\right)\right\},\{a, b\}, v_{s}, v_{t}, \emptyset\right)= \\
&\left(\left\{v_{s}, v_{t}, m\right\},\left\{\left(v_{s}, m, a\right),\left(m, v_{t}, a\right),\left(m, v_{t}, b\right)\right\},\{a, b\}, v_{s}, v_{t},\left\{\left(v_{s}, m\right)\right\}\right) \tag{2.28}
\end{align*}
$$

More specifically，from Equation 2.23 to 2.24 we see the join operation being evaluated using Equation 2.18 Then from Equation 2.24 to 2.25 the surrounding brackets are removed using Equation 2.20 This in turn results in two evaluations of the conjunction operation in Equation 2.6 from Equation 2.25 to 2.26 After this we end up with four base case conditions for edge label and identity，which are evaluated from Equation 2.26 to 2.27 using Equations 2.16 and 2．15．Finally，we obtain the output in Equation 2.28

The next step is to evaluate $f_{\text {merge }}$ using the output from $f_{q 2 g r a p h}$ obtained in Equation 2.28 This process is shown in Equations 2．29，2．30 and 2.31

$$
\begin{array}{r}
f_{\text {merge }}\left(\left(\left\{v_{s}, v_{t}, m\right\},\left\{\left(v_{s}, m, a\right),\left(m, v_{t}, a\right),\left(m, v_{t}, b\right)\right\},\{a, b\}, v_{s}, v_{t},\left\{\left(v_{s}, m\right)\right\}\right)\right)= \\
f_{\text {merge }}\left(\left(\left\{v_{t}, m\right\},\left\{(m, m, a),\left(m, v_{t}, a\right),\left(m, v_{t}, b\right)\right\},\{a, b\}, m, v_{t}, \emptyset\right)\right)= \\
\left(\left\{v_{t}, m\right\},\left\{(m, m, a),\left(m, v_{t}, a\right),\left(m, v_{t}, b\right)\right\},\{a, b\}, m, v_{t}\right) \tag{2.31}
\end{array}
$$

In these equations we see that first the version of $f_{\text {merge }}$ is used that takes a pair from $\mathcal{F}_{i d}$ in Equation 2.29 to 2．30．Processing this pair $\left(v_{s}, m\right)$ results in renaming all occurrences of $v_{s}$ with $m$ and removing $v_{s}$ from the graph．Note that the identity of the source vertex is changed from $v_{s}$ to $m$ during this process．After this step the other definition of $f_{\text {merge }}$ is used from Equation 2.30 to 2.31 this definition simply removes the empty set $\mathcal{F}_{i d}$ from the query graph data and outputs the final result．The final result is given in Equation 2.31 and represents a query graph with two vertices and three edges，a visual representation of this query graph is given in Figure 2．5．Note that this figure shows the names used for vertices during the construction process，a fully constructed query graph has no vertex labels．However，also note that the vertex labelled $m$ is designated as the source node and the vertex labelled $v_{t}$ is designated as the target node．


Figure 2．5：Final output graph of the example query graph construction for $(a \cap i d) \circ(a \cap b)$ ．

## 2．2．4 Language－aware Index

In contrast to a language－unaware index，a language－aware index is designed with knowledge about the graph query language that will be used to query it $65,12,47$ ．Information about the language can then be used to optimise certain aspects of the query evaluation process．Most notably，as the expressiveness of most query languages is limited，there will be paths that cannot be distinguished by any query in a query language．This property makes it possible to process paths that cannot be distinguished by the query language together instead of individually．More formally，given a query language $L$ the goal is to partition the set of all paths in a graph $\mathcal{G}$ into $L$－equivalence classes also called blocks．The index will then be constructed from these equivalence
classes instead of dealing directly with the set of all paths in the graph．Paths that are assigned to the same $L$－equivalence class cannot be distinguished by any query in $L$ ．In other words，for a query $q \in L$ ，either all paths from an $L$－equivalence class appear in $\llbracket q \rrbracket_{\mathcal{G}}$ or none appear．Therefore，we can retrieve matching $L$－ equivalence classes for a given input query instead of querying all paths directly to achieve the joint processing of undistinguishable paths．Note that the limited expressiveness of most query languages is by design．Many graph problems related to query evaluation are intractable，thus limiting the expressiveness of languages used for querying introduces new opportunities for optimisation，for example via bounded treewidth as we will discuss in Section 2．2．8

To conclude we will give a small example to illustrate how paths can be undistinguishable with respect to a query language．For this example assume that we use a query language that can only be used to query a simple path given as a sequence of edge labels．Essentially this language will consist of just the join and label operations as defined for the $C P Q$ query language in Section 2．2．2 Now suppose we want to run a query on the graph $\mathcal{G}_{e x}$ given in Figure 2.6 that returns only the pair（1，4）．Observe that this is not possible using a language that only matches simple paths as the path from 1 to 4 and the path from 1 to 5 cannot be distinguished．For example，evaluating the query $a \circ b$ will return $\{(1,4),(1,5)\}$ ，while evaluating $a \circ b \circ c$ will return $\{(1,6)\}$ ．This phenomenon is what we refer to when stating that paths are indistinguishable with respect to a certain query language．Incidentally，note that $C P Q$ can distinguish these paths，for example： $\llbracket a \circ b \circ\left(i d \cap\left(c \circ c^{-}\right)\right) \rrbracket_{\mathcal{G}_{e x}}=\{(1,4)\}$.


Figure 2．6：Example graph $\mathcal{G}_{e x}$ ．

## 2．2．5 $k$－path－bisimulation

As mentioned in Section 2．1．1，the notion of $k$－path－bisimulation is used for partitioning in the path based language－aware index 65］．Using this notion and the general idea behind a language－aware index introduced in Section 2．2．4 we can partition the paths in a graph into blocks such that all queries in $C P Q_{k}$ either match all paths in a block or none at all．Next we will formally present a recursive definition for $k$－path－bisimulation on a graph $\mathcal{G}=(\mathcal{V}, \mathcal{E}, \mathcal{L})$ with label set $\mathcal{L}$ ，edge set $\mathcal{E}$ and vertex set $\mathcal{V}$ ．This definition can also be found in the language－aware indexing paper and more information on the concept of bisimulation can be found in the following papers by Fletcher et al．24，25］．For two source target pairs $(v, u)$ and $(x, y)$ ，the pairs are $k$－path－bisimilar $(v, u) \approx_{k}(x, y)$ if and only if：

1）$v=u$ if and only if $x=y$ ．Two paths can only be indistinguishable with respect to $C P Q$ if they are either both cycles or both not cycles．Otherwise the identity operation can be used to distinguish these paths．

2）If $k>0$ then for each label $l \in \mathcal{L}$ two conditions have to hold：
1）If $(v, u, l) \in \mathcal{E}$ then also $(x, y, l) \in \mathcal{E}$ and similar for reverse edges，if $(u, v, l) \in \mathcal{E}$ then also $(y, x, l) \in \mathcal{E}$ ．
2）If $(x, y, l) \in \mathcal{E}$ then also $(v, u, l) \in \mathcal{E}$ and similar for reverse edges，if $(y, x, l) \in \mathcal{E}$ then also $(u, v, l) \in \mathcal{E}$ ．
Essentially，if one of the pairs is connected with a path of length 1 ，then the other pair also needs to be connected with a path of length 1．Furthermore，these paths need to share the same label．
3）If $k>1$ then we again have two conditions：
1）For all $m \in \mathcal{V}$ ，if $(v, m) \in \mathcal{P} \leq k-1$ and $(m, u) \in \mathcal{P} \leq k-1$ ，then there exists some $m^{\prime} \in \mathcal{V}$ such that $\left(x, m^{\prime}\right) \in \mathcal{P} \leq k-1$ and $\left(m^{\prime}, y\right) \in \mathcal{P} \leq k-1$ ．Moreover，$(v, m) \approx_{k-1}\left(x, m^{\prime}\right)$ and $(m, u) \approx_{k-1}\left(m^{\prime}, y\right)$ ．
2）For all $m \in \mathcal{V}$ ，if $(x, m) \in \mathcal{P} \leq k-1$ and $(m, y) \in \mathcal{P} \leq k-1$ ，then there exists some $m^{\prime} \in \mathcal{V}$ such that $\left(v, m^{\prime}\right) \in \mathcal{P} \leq k-1$ and $\left(m^{\prime}, u\right) \in \mathcal{P} \leq k-1$ ．Moreover，$(x, m) \approx_{k-1}\left(v, m^{\prime}\right)$ and $(m, y) \approx_{k-1}\left(m^{\prime}, u\right)$.
With these conditions we are essentially saying the following，if one of the pairs can be constructed from two paths of at most length $k-1$ then this must also hold for the other pair．Furthermore，the paths used to construct each pair are $(k-1)$－path－bisimilar．

Intuitively two paths are $k$－path－bisimilar when any possible sequence of label traversals of at most length $k$ can be performed from both source vertices $v$ and $x$ to end up at target vertices $u$ and $y$ respectively．Essentially this means that the only difference between these paths is the identity of the traversed vertices，while all traversed edges have the same labels．

As we have reiterated a number of times，there is a strong connection between the notion of $k$－path－bisimulation and the expressive power of $C P Q_{k}$ ．In fact，using $k$－path－bisimulation as a structural characterisation of the expressive power of $C P Q_{k}$ is what allows us to use it to construct the equivalence class blocks in Section 4.1 Thus it is relevant to restate Theorem 4.1 from the language－aware indexing paper which originally formally established this relation 65，24．

Theorem 1．Let $\mathcal{G}$ be a graph，$k$ be a non－negative integer，and $v, u, x, y \in \mathcal{V}$ ．If $(v, u) \approx_{k}(x, y)$ ，then for every $q \in C P Q_{k}$ it holds that $(v, u) \in \llbracket q \rrbracket_{\mathcal{G}}$ if and only if $(x, y) \in \llbracket q \rrbracket \mathcal{G}$ ．
Informally this theorem states that if two paths are $k$－path－bisimilar，then if one of them appears in the evaluation result of a $C P Q$ the other one also has to appear in the result．Note that due to the bi－implication this also means that if one of the paths does not appear in the result，the other path will not appear in the result either．

## 2．2．6 Homomorphism and Isomorphism

A graph homomorphism is a structure preserving mapping between two graphs．Essentially this means that a graph homomorphism can be used to check if a graph captures all the important structure of a different graph． Formally，given two graphs， $\mathcal{G}_{1}=\left(\mathcal{V}_{1}, \mathcal{E}_{1}, \mathcal{L}\right)$ and $\mathcal{G}_{2}=\left(\mathcal{V}_{2}, \mathcal{E}_{2}, \mathcal{L}\right)$ and assuming that there is a homomorphism $f$ from $\mathcal{G}_{1}$ to $\mathcal{G}_{2}$ denoted as $f: \mathcal{G}_{1} \rightarrow \mathcal{G}_{2}$ ，then this implies that $\forall_{u, v \in \mathcal{V}_{1} \wedge l \in \mathcal{L}}\left[(u, v, l) \in \mathcal{E}_{1} \Longrightarrow(f(u), f(v), l) \in \mathcal{E}_{2}\right]$ ． In other words，a homomorphism is a mapping from the vertices of a graph to the vertices of another graph． Moreover，this mapping is constructed in such a way that two adjacent vertices in the graph are still adjacent in the other graph after being mapped，meaning the structure of the graph is preserved．Also note that any edge labels are required to match for the edges as they are implicitly being mapped when their end points are mapped．If this relation between graphs holds in both directions，that is both $\mathcal{G}_{1} \rightarrow \mathcal{G}_{2}$ and $\mathcal{G}_{2} \rightarrow \mathcal{G}_{1}$ hold，then $\mathcal{G}_{1}$ and $\mathcal{G}_{2}$ are called homomorphically equivalent．

Note that this definition allows the same vertex to be mapped onto by multiple vertices．This is the key difference between a homomorphism and an isomorphism，an isomorphism is a homomorphism that is also bijective．Thus，in an isomorphism there is a one to one mapping between the vertices in the two graphs and all the vertices from both graphs participate in this mapping．Consequently，this also implies that the number of vertices as well as the number of edges is the same in both graphs．In fact，two isomorphic graphs cannot structurally be distinguished at all unless there is additional information available，such as vertex labels．

To give some examples，consider the undirected and unlabelled graphs in Figure 2．7，the vertex labels are purely for illustrative purposes so we can refer to vertices and should not be considered as part of the graph structure． Starting with graph $\mathcal{G}_{1}$ in Figure 2．7a，note that this graph is isomorphic to the graph $\mathcal{G}_{2}$ in Figure 2．7b since we can map the vertices as follows $1 \mapsto 1,2 \mapsto 2,3 \mapsto 4$ ，and $4 \mapsto 3$ ．However，also note that both $\mathcal{G}_{1}$ and $\mathcal{G}_{2}$ are homomorphic to $\mathcal{G}_{3}$ in Figure 2.7 c For example a possible homomorphism mapping from $\mathcal{G}_{1}$ is $1 \mapsto 1,2 \mapsto 2$ ， $3 \mapsto 2$ ，and $4 \mapsto 1$ ．


（c）Example graph $\mathcal{G}_{3}$ ．

Figure 2．7：Example graphs for showing homomorphism and isomorphism．

## 2．2．7 Graph Cores

Building on the definitions from Section 2．2．6，the core of a graph is the smallest homomorphically equivalent subgraph and is also unique up to isomorphism 32 ．Essentially，a graph core captures all of the important information from a larger graph．Formally，if $\mathcal{G}_{2} \subseteq \mathcal{G}_{1}$ and $\neg \exists_{\left(\mathcal{G}_{i}=\left(\mathcal{V}_{i}, \mathcal{E}_{i}, \mathcal{L}\right)\right) \subseteq \mathcal{G}_{1}}\left[\left|\mathcal{V}_{i}\right|<\left|\mathcal{V}_{2}\right| \wedge \mathcal{G}_{1} \rightarrow \mathcal{G}_{i} \wedge \mathcal{G}_{i} \rightarrow \mathcal{G}_{1}\right]$ ， then $\mathcal{G}_{2}$ is the core of $\mathcal{G}_{1}$ ．In other words，if $\mathcal{G}_{2}$ is a smallest homomorphically equivalent subgraph of $\mathcal{G}_{1}$ ，then
$\mathcal{G}_{2}$ is the core of $\mathcal{G}_{1}$ ．Furthermore，it is worth noting that two graphs are homomorphically equivalent if and only if their cores are isomorphic．Combined with the property that graph cores are unique up to isomorphism， this makes them ideal candidates as representatives for an equivalence class．Note that Figure 2.7 c is the core of both Figure 2.7 a and Figure 2．7b as no smaller homomorphically equivalent graphs exist．

## 2．2．8 Tree Decompositions and Treewidth

A tree decomposition of a graph is a tree where each tree node contains a number of vertices from the original graph that together represent a connected subgraph．The reason we are interested in tree decompositions is that they can often be used to solve problems more efficiently，and we will use them extensively in Chapter 3 By solving problems on the tree decomposition of a graph instead of the graph itself，we can take advantage of the fact that many problems are trivial or easy to solve on a tree．Tree decompositions are often accompanied by a metric called treewidth，which essentially indicates how far removed from a tree the original graph was， with trees having a treewidth of 1 ．Graphs with a low treewidth often admit very efficient solutions to problems that are hard or intractable in the general case．Conveniently，based on previous research［26，20］we can state the following about the treewidth of $C P Q \mathrm{~s}$ ．
Theorem 2．CPQs have a treewidth of 2.
Interestingly，despite their current popularity，treewidth and tree decompositions have a long history of con－ stantly being rediscovered．A metric equivalent to treewidth called the dimension of a graph was originally proposed in 1972 ［7］，then later reintroduced in 1976 together with the concept of a tree decomposition［31］， only for both to be rediscovered again in 1984 under their current names 61］．While originally treewidth was only defined for undirected graphs，it was later generalised to directed graphs 41］．It is also worth noting that many graph related metrics were later discovered to be equivalent to treewidth［10，40］．Notable for $C P Q_{\mathrm{s}}$ is that graphs with treewidth at most $k$ are $k$－degenerate $[30]$ ，implying $|\mathcal{E}| \leq k \cdot|\mathcal{V}|$ ，which for $C P Q$ s becomes $|\mathcal{E}| \leq 2 \cdot|\mathcal{V}|$ ，giving us an upper bound on the number of edges in a $C P Q$ ．
Formally，a tree decomposition has to adhere to three rules，in these rules the nodes or bags of the tree decomposition are given by $\mathcal{X}=\left\{X_{1}, \ldots, X_{n}\right\}$ ．Note that each of these bags or subsets is a subset of the vertex set $\mathcal{V}$ of the original graph．

1）All vertices from the vertex set $\mathcal{V}$ appear in at least one set in $X \in \mathcal{X}$ ，implying that the union of all subsets equals the vertex set $X_{1} \cup \cdots \cup X_{n}=\mathcal{V}$ ．
2）Both end point vertices of every edge $(u, v) \in \mathcal{E}$ appear together in at least one subset $X \in \mathcal{X}$ ，formally this means $\exists_{X \in \mathcal{X}}[(u, v) \in \mathcal{E} \Longrightarrow u \in X \wedge v \in X]$ ．
3）Each vertex $v \in \mathcal{V}$ induces a connected subtree，essentially this means that all the subsets $X \in \mathcal{X}$ that contain $v$ are connected such that they can be reached from each other by only visiting other bags that also contain $v$ ．
Note that this means that the tree decomposition of a graph is not necessarily unique．In fact，putting all the nodes of a graph in the same node in the tree decomposition is a valid tree decomposition．However，such a tree decomposition is of little use，so instead we often want to find the tree decomposition with the smallest bag sizes．The size of the largest bag minus one is then the treewidth of the tree decomposition．An example of a graph and a possible tree decomposition for it is given in Figure 2.8 Note that this tree decomposition has a treewidth of 2 ．

（a）Example graph．
（b）A tree decomposition of the example graph．
Figure 2．8：Example showing a graph and a possible tree decomposition for it of treewidth 2.

## 2．3 Reference Implementation

This thesis comes with two completely documented reference implementations written primarily in Java．As noted in Section 2．1．4，more universally applicable features were added to gMark and the implementation of the index itself was released separately．Next we will briefly cover each codebase in more detail and state where each major algorithm is implemented．Note that the following sections will reference algorithms that will only be discussed in Chapter 3 and 4 of this thesis．

## 2．3．1 gMark Extensions

Most more broadly applicable $C P Q$ related utilities have been implemented in gMark，and are available starting from release $1.2[37]$ ．The gMark repository ${ }^{1}$ is released publicly on GitHub under the GPL v3．0 license 28］． Instructions for getting started with gMark are available in Appendix B The key features implemented during the thesis project are：

1） $\boldsymbol{C P Q}$ Cores：$C P Q$ core computation based on the algorithm presented in Section 3.3
2）Query Homomorphism：The $C P Q$ query homomorphism testing method presented in Section 3．1．3
3）Tree Decomposition：The tree decomposition algorithm from Section 3．1．2
4） $\mathbf{C P Q}$ API Extensions：Most notably the ability to parse text form $C P Q \mathrm{~s}$ ，more functions for easy $C P Q$ construction，and exposing more information about constructed $C P Q$ s and $C P Q$ query graphs．Visualising constructed $C P Q \mathrm{~s}$ was also made easier．

5）New Data Structures：Implementation of data structures for simple high performance graphs and trees．
6）Various Utilities：A number of miscellaneous utility algorithms have been introduced for working with graphs，computing maximal graph matchings，computing the Cartesian product of sets，and computing all subsets of a set．

Less notable smaller features were also introduced，often to support some of the more extensive algorithms．

## 2．3．2 $C P Q$－native Index

The implementation of the $C P Q$－native Index that will be discussed in Chapter 4 and the canonisation logic from Section 3.4 are released as a separate repository that has the gMark repository as a dependency．This repository ${ }^{2}$ is available as open－source on GitHub 36 under the GPL v3．0 license 28 ．Instructions for using the index software can be found in Appendix C

[^1]
## The Core of a $C P Q$

As mentioned in Section 1．1 the simplest way to think of a database index is that of a data structure where information relevant to query evaluation can be retrieved using some key．Naturally，this means that the exact definition of this key is extremely important to the design of an index．For the $C P Q$－native Index that will be described in Chapter 4 of this thesis，the key will be the canonical form of a $C P Q$ core．The goal of this chapter is to formalise the exact definition of a $C P Q$ core and to show how the core of a $C P Q$ and its canonical form can be computed．

Within this chapter we will first introduce an important query equivalence test in Section 3.1 that is required by the algorithm for core computation．This test will make use of an augmented definition for homomorphism and a new algorithm for computing tree decompositions．Using this test we will then formalise the definition of a $C P Q$ core in Section 3.2 and show an intuitive but naive algorithm for computing cores．In Section 3.3 we will then present a more complex but also significantly more efficient algorithm for computing cores．Next in Section 3.4 we will present an approach to computing a canonical representation of a $C P Q$ core．Finally，in Section 3.5 we will briefly summarise the content of this chapter．

## 3．1 Testing Query Equivalence

Although the exact definition of a $C P Q$ core will be formalised in Section 3.2 it is worthwhile to already mention some key properties．Similar to the concept of a graph core explained in Section 2．2．7，the core of a $C P Q$ is a smaller subgraph of the query graph of the $C P Q$ ．However，what makes a $C P Q$ core interesting is the fact that its evaluation result on any graph is equivalent to the evaluation result of the original query．In other words， the output for the original $C P Q$ and its core are exactly the same．Note that this is not necessarily true for the regular graph core of a $C P Q$ as we will demonstrate in Section 3．1．1

The focus of this section will be on testing if the evaluation result of a $C P Q$ is contained in the evaluation result of another $C P Q$ ，meaning the results returned by the query are a subset of the results returned by the other query．This test will form the basis for the method to compute $C P Q$ cores we will introduce in Section 3.2 and also serve as the core inspiration behind the more efficient algorithm for core computation we will discuss in Section 3.3 Finally，note that if this containment relation holds in both directions，then the queries are equivalent．

## 3．1．1 Query Homomorphism

In Section 2．2．6 we introduced the notion of a homomorphism as a structure preserving mapping between the vertices of two graphs．The goal of this section is to extend the notion of a homomorphism to that of a query homomorphism，which we can use in Section 3.2 to formalise the definition for the core of a $C P Q$ ．However， first it is worth demonstrating why the definition of a regular graph core based on a regular homomorphism as introduced in Section 2.2 .7 is not a suitable definition of a $C P Q$ core using a simple example．In Figure 3.1 the query graphs for the $C P Q \mathrm{~s} q_{1}=a$ and $q_{2}=a^{-}$are shown in Figure 3．1a and Figure 3．1b respectively．


Figure 3．1：Example showing that a graph core is not a $C P Q$ core．
Observe that the core presented in Figure 3.1 c is in fact a graph core of both query graphs．However，the original $C P Q$ s are not equivalent．The main issue is that a regular graph core does not consider the special nature of the source and target vertices in a $C P Q$ query graph．Essentially，these vertices are labelled and thus should never be allowed to be mapped to each other，unless they are actually the same vertex．

Fortunately，this is relatively easy to resolve as we just need to extend the definition of a regular homomor－ phism to respect the special nature of the source and target vertex．We first start with the original defi－ nition of a homomorphism，recall that for two graphs $\mathcal{G}_{1}=\left(\mathcal{V}_{1}, \mathcal{E}_{1}, \mathcal{L}\right)$ and $\mathcal{G}_{2}=\left(\mathcal{V}_{2}, \mathcal{E}_{2}, \mathcal{L}\right)$ we have that $\forall_{u, v \in \mathcal{V}_{1} \wedge l \in \mathcal{L}}\left[(u, v, l) \in \mathcal{E}_{1} \Longrightarrow(f(u), f(v), l) \in \mathcal{E}_{2}\right]$ ，meaning edges adjacent in $\mathcal{G}_{1}$ also have to be adjacent in $\mathcal{G}_{2}$ via edges with identical edge labels．Assuming both graphs are query graphs and that $s_{1}, t_{1} \in \mathcal{V}_{1}$ and $s_{2}, t_{2} \in \mathcal{V}_{2}$ are the source and target vertices of these query graphs，we extend the definition of a homomorphism with the requirements that $f\left(s_{1}\right)=s_{2}$ and $f\left(t_{1}\right)=t_{2}$ ，meaning the source vertex and target vertex have to be mapped to the source vertex and target vertex respectively．This resolves our issue by essentially fixing part of the homomorphism mapping and we will call this augmented definition a query homomorphism．

## 3．1．2 Computing Tree Decompositions of Treewidth 2

For part of the algorithm that will be described in Section 3．1．3 we need to be able to compute a tree decom－ position of an input graph that has a treewidth of at most 2．A prime candidate for this task is an algorithm from a well known paper by Hans Bodlaender［9，11］．This paper shows a linear time algorithm that for a fixed value of $k$ can compute a tree decomposition of width at most $k$ given an input graph with treewidth at most $k$ ．However，this algorithm is complex and has a relatively large hidden constant in its runtime．Furthermore， it handles any fixed treewidth，while we only need an algorithm for a treewidth of 2 ．Hence，we will describe a newly developed linear time algorithm in this section for finding tree decompositions of graphs with a treewidth that is at most 2．However，note that while the algorithm is newly developed，it is not really novel．The algorithm that will be discussed in this section is based on an algorithm featured in one of the practise problems by the International Collegiate Programming Contest Japanese Alumni Group（ICPC OB／OG）in 2012 ［2，22］． One key difference is that the algorithm featured here never has to deal with vertices of degree 1．It is also worth noting that this algorithm is likely inspired by a well known paper on the recognition of series－parallel $(S P)$ digraphs，which features the same reduction rule［68］．Recall from Section 2.1 that $C P Q$ is an extension of $S P$ ．Unfortunately，this extension causes the reduction rules presented in this paper to be insufficient for $C P Q$ s．However，the algorithm presented in this section does borrow the same reduction rule as the ICPC competition．
Next follows a complete description of the algorithm to compute a width 2 tree decomposition from an input graph with treewidth at most 2．Similar to its predecessors，this algorithm uses reduction rules and repeatedly reduces vertices of degree at most 2．Each reduction rule used in the algorithm reduces the total number of vertices in the graph by one and generates a tree decomposition node with either two or three vertices．These intermediary tree decomposition nodes are attached as metadata to edges and vertices that remain in the graph． When the graph has at most 3 vertices remaining the algorithm stops and computes the final tree decomposition． The following two reduction rules are used depending on the degree of the vertex being reduced：
－Degree 1：Degree 1 vertices are reduced by first creating a tree decomposition node with the vertex and the one vertex it is adjacent to．The degree 1 vertex and its edge are then removed from the graph and the information for the decomposition node is attached as metadata to the vertex the removed vertex was adjacent to．If the removed vertex or the edge being removed had attached intermediary tree decomposition nodes these nodes are attached as child nodes of the node that was newly created．An example of this reduction rule being applied can be seen in Figure 3．2，where Figure 3．2a，shows the original graph and highlights the edge and vertex involved in the reduction and Figure 3．2b shows the graph after vertex $C$ was removed and the tree decomposition node $\{C, B\}$ attached to vertex $B$ ．
－Degree 2：Degree 2 vertices are reduced following the borrowed reduction rule from the ICPC competi－ tion．First a tree decomposition node is created using the vertex and the two vertices adjacent to it．The degree 2 vertex and its edges are then removed from the graph and the decomposition node is attached as metadata to the edge between the two vertices the removed vertex was adjacent to，if this edge does not exist it is added to the graph．If the removed vertex or edges had any attached intermediary tree decomposition nodes these are attached as child nodes of the newly created node．An example of this reduction rule being applied can be seen in Figure 3．2，where Figure 3．2b shows the original graph and highlights the edges and vertices involved in the reduction and Figure 3．2c shows the graph after vertex $D$ was removed and the tree decomposition node $\{B, D, E\}$ added to the new edge between $B$ and $E$ ．

Finally，the remaining vertices form the root node of the tree decomposition．Any intermediary tree decompo－ sition nodes on the remaining vertices and edges become children of this root node．An example of this step is shown in Figure 3.2 where Figure 3.2 c shows the final graph and 3.2 d the constructed tree decomposition．


Figure 3．2：Example showing the construction of a tree decomposition using reduction rules．
Note that this construction does not guarantee much about the so called quality of the created tree decomposi－ tion．Generally we call a tree decomposition＇nice＇when the following conditions apply to the nodes in the tree decomposition 44］：

1）All tree decomposition nodes have at most 2 children．
2）If a node has exactly one child node，then it differs from the child node by exactly 1 vertex．
3）If a node has two child nodes，then the bags for these child nodes and the parent node contain exactly the same vertices．

When a tree decomposition has these properties it becomes possible to classify all the tree decomposition nodes as either start，join，forget，or introduce nodes．These special node designations make it easier to design dynamic programming algorithms．Note that our algorithm unfortunately does not offer any guarantees like this．While each tree decomposition node has at most 3 vertices in it，the created tree may not be balanced and a single node can have arbitrarily many direct child nodes．We also do not provide the listed guarantees about the number of differing vertices between two adjacent nodes．However，do note that we have a bound on the difference．Bags created by a degree 1 reduction share exactly one vertex with their parent node，and bags created by a degree 2 reduction share exactly two vertices with their parent node．Fortunately，it is worth noting that there are existing algorithms for turning an existing width $k$ tree decomposition into a nice tree decomposition of width $k$ in linear time 44．
Next it is worth noting that the created tree decomposition is likely far from minimal as for a graph with $|\mathcal{V}|$ vertices the tree decomposition has $1+\max (0,|\mathcal{V}|-3)$ nodes．It is also worth noting that there are restrictions on exactly what input graphs the algorithm can handle，though some of the restrictions we will list could be supported relatively easily．The following is a list of assumptions that are made by the algorithm：

1）The input graph has a treewidth of at most 2 ．
2）The input graph is connected．
3）The input graph contains no self loops．
4）The input graph contains no parallel edges．
Observe that these restrictions mean that this version of the algorithm does not apply to $C P Q \mathrm{~s}$ directly． Nevertheless，for our intended use case this is not an issue as we do not need to directly compute the tree decomposition of a $C P Q$ query graph．However，it is worth noting that the problematic 3rd and 4th item mainly present a counting problem where the degree of a vertex is inflated，modifying the algorithm to accommodate these two graph patterns is relatively easy．Self loops can simply be removed and parallel edges can be collapsed into a single edge．The full pseudocode for the described algorithm is given in Algorithm 1.

```
Algorithm 1 Computing a tree decomposition of a graph with treewidth at most 2.
    procedure \(\operatorname{ComputeTreeDecomp}(\mathcal{G}=(\mathcal{V}, \mathcal{E})) \quad \triangleright\) Edges and vertices have an initially empty trees set.
        \(\mathcal{Q} \leftarrow\{v \mid v \in \mathcal{V} \wedge \operatorname{deg}(v) \leq 2\} \quad \triangleright\) Collect vertices of degree at most 2.
        while \(|\mathcal{V}|>3\) do \(\quad \triangleright\) The root is a bag with at most 3 vertices.
            \(v \in \mathcal{Q}\)
            if \(\operatorname{deg}(v)=1\) then
                    \(e \in\) v.edges \(\quad \triangleright\) The only edge \(v\) is an end point of.
                    \(t \in e \wedge t \neq v \quad \triangleright\) The other end point of the edge.
                    t.trees \(\leftarrow\) t.trees \(\cup\{\{v, t\}\), v.trees \(\cup\) e.trees \(\} \triangleright\) Add a tree node with the given bag and children.
                    \(\mathcal{G} \leftarrow \mathcal{G} \backslash\{v\} \quad \triangleright\) Delete \(v\) from the graph together with all its edges.
                    if \(\operatorname{deg}(t)=2\) then
                    \(\mathcal{Q} \leftarrow \mathcal{Q} \cup\{t\}\)
                    end if
            else \(\triangleright\) Degree is 2 .
                    \(e_{1}, e_{2} \in\) v.edges \(\wedge e_{1} \neq e_{2}\)
                    \(v_{1} \in e_{1} \wedge v_{1} \neq v\)
                    \(v_{2} \in e_{2} \wedge v_{2} \neq v\)
                    \(n \leftarrow\) false
                    \(e \in v_{1}\).edges \(\wedge v_{2} \in e\)
                    if \(e=\) nil then \(\quad \triangleright\) Reuse existing edges if present.
                    \(n \leftarrow\) true
                    \(e \leftarrow\left\{v_{1}, v_{2}\right\}\)
                    \(\mathcal{G} \leftarrow \mathcal{G} \cup\{e\} \quad \triangleright\) Add a new edge to the graph.
            end if
            e.trees \(\leftarrow\) e.trees \(\cup\left\{\left\{v, v_{1}, v_{2}\right\}\right.\), v.trees \(\cup e_{1}\).trees \(\cup e_{2}\).trees \(\}\)
            \(\mathcal{G} \leftarrow \mathcal{G} \backslash\{v\}\)
            if \(\neg n\) then \(\quad \triangleright\) Only check degrees if the edge was not newly added.
                    if \(\operatorname{deg}\left(v_{1}\right)=2\) then
                        \(\mathcal{Q} \leftarrow \mathcal{Q} \cup\left\{v_{1}\right\}\)
                    end if
                        if \(\operatorname{deg}\left(v_{2}\right)=2\) then
                                \(\mathcal{Q} \leftarrow \mathcal{Q} \cup\left\{v_{2}\right\}\)
                    end if
                    end if
            end if
            \(\mathcal{Q} \leftarrow \mathcal{Q} \backslash\{v\}\)
        end while
        return \(\mathcal{T} \leftarrow\left\{\mathcal{V},\left(\bigcup_{e \in \mathcal{E}}\right.\right.\) e.trees \() \cup\left(\bigcup_{v \in \mathcal{V}} v\right.\). trees \(\left.)\right\} \quad \triangleright\) All remaining vertices form the root node.
    end procedure
```

To conclude，we will discuss the correctness of the algorithm and its runtime．
Theorem 3．Given a graph $\mathcal{G}=(\mathcal{V}, \mathcal{E})$ and a tree decomposition $\mathcal{T}$ with bags $\mathcal{X}=\left\{X_{1}, \ldots, X_{n}\right\}$ created by Algorithm 1， $\mathcal{T}$ is a valid tree decomposition of $\mathcal{G}$ if $\mathcal{G}$ was a valid input graph for the algorithm．

Proof．Recall from Section 2.2 .8 that any valid tree decomposition has to satisfy three properties．In order to prove correctness we will separately prove each of these properties：

1）The first property states that each vertex $v \in \mathcal{V}$ has to be contained in at least one bag $X_{i} \in \mathcal{X}$ ．Note that this is trivially the case for vertices that were reduced，as a new bag with these vertices is created when they are deleted．Furthermore，the tree decomposition nodes stored at any edge and node are inherited when they are deleted，so all bags end up in the final tree decomposition．Finally，note that any remaining nodes are assigned to the root bag of the tree decomposition．Therefore，all vertices are in a bag after the algorithm finishes．
2）The second property states that for each edge $(u, v) \in \mathcal{E}$ there has to be a bag $X_{i} \in \mathcal{X}$ containing both $u$ and $v$ ．Note that this proof will be similar to the first property．When a vertex is reduced all the vertices adjacent to it are placed in the bag that was newly created，thus the edges that were connected to the vertex are covered by this bag．Following the same logic as for the proof of the first property，these bags are inherited when their carrying edge or vertex is deleted．Finally，note that any edges that still remain at the end must be between the final at most 3 vertices of the graph．Since these vertices are placed in the root together these edges are covered as well．

3）The last property states that if $v \in X_{i}$ and $v \in X_{j}$ with $X_{i}, X_{j} \in \mathcal{X}$ ，then any tree node on the path from $X_{i}$ to $X_{j}$ has to contain $v$ ．Note that when $v$ is contracted，its bag is attached to either the only vertex it was adjacent to or the edge between the two vertices it was adjacent to．In both cases the presence of $v$ in the graph ends，meaning it will not be part of any bags created later on．For the proof this means we are primarily interested in the part of the tree decomposition rooted at the bag $v$ was contracted to．For the contraction to a vertex case it is easy to see that any bags that were directly attached to $v$ had to contain $v$ ，since the other vertex in these bags had to be adjacent to $v$ ．For the case where the contraction is to an edge，note that the only bags that could contain $v$ would need to be attached to the edges directly adjacent to $v$ ．Since these bags become children of the same node when $v$ is contracted，the $v$ induced subgraph remains connected．Finally，we consider the case where an edge adjacent to $v$ is involved in an contraction．Note that edges like this may have an attached bag that contains $v$ ．However，note that for a contraction like this $v$ itself has to also be a part of the constructed bag as otherwise the edge cannot be involved．Thus also in this case the $v$ induced subgraph remains connected．Therefore，the final property also holds．

Since each of the three required properties holds，the algorithm generates a valid tree decomposition．
Theorem 4．Algorithm 1 can be implemented to run in linear time $\mathcal{O}(|\mathcal{V}|)$ ．
Proof．Note that the algorithm makes use of a list to track vertices of degree at most 2 that can be processed． Furthermore，this list is kept updated in constant time，this design element is key to an implementation of the algorithm that runs in linear time．For the analysis of the runtime we will focus on the parts with a runtime that is not obviously bounded in the number of vertices．This means that we will skip lines like the first line of the algorithm that simply scan the list of vertices．
The most interesting part of the algorithm is the main while loop on line 3．Note that this while loop runs at most $\mathcal{V}-3$ times as both of the two main branches inside it reduce the number of vertices by 1 on line 9 and 25 respectively．Thus to prove that the loop as a whole runs in at most linear time it remains to prove that all the statements in the body of the while loop run in constant time．Fortunately，most operations are trivially constant time as they either select random elements from a set，extend a set by a single element，or perform a simple check．Note that the deletion of a vertex is constant time since the vertices that are being removed are of degree at most 2，meaning the number of adjacent edges that need to be removed is bounded．Similarly， note that the sets being taken from on lines $6,7,14,15$ and 16 are similarly all of size at most 2 ，making these statements constant time．

This means that the main problematic statements are the set unions on line 8 and 24 ．Note that we already claimed before that a single element could have an arbitrary number of metadata nodes attached to it，trivially this means that these lines could never take constant time．However，we can bound the runtime when considering the algorithm as a whole．Note that the purpose of these set unions is to attach child nodes of the tree decomposition to their parent．Naturally each tree decomposition node can only be attached to a single parent and they are only attached once as their metadata carrying element is deleted from the graph afterwards．This means that we want to find a bound on the total number of times a child node is attached to its parent node． Note that this is equivalent to finding a bound on the total number of tree decomposition nodes created as each node will only ever be attached to a single parent．Recall that we already presented a bound for this when stating that the created tree decomposition would not necessarily be a nice one．Since at most $|\mathcal{V}|-3$ reductions are carried out，and thus at most $\max (0,|\mathcal{V}|-3)$ nodes are created this way，this also means that the number of tree decomposition bags we created is linear in the number of vertices．Thus，across the entire execution of the algorithm these set unions take linear time in the number of vertices．

For the final construction of the root tree decomposition node on line 37，note that iterating all edges is bounded by the number of remaining vertices squared．Since at most 3 vertices remain，this line is bound by a constant． For the union of all the sets，note that the same logic from the previous paragraph applies．However，as an alternative bound we could use the fact that the number of tree decomposition nodes is already bounded by the number of vertices．To conclude，since all parts of the algorithm run in $\mathcal{O}(|\mathcal{V}|)$ ，the claimed runtime holds．

To conclude，the algorithm we have described is both correct and has a linear runtime．Finally，it is worth reiterating that there are minor modifications that can be made to increase the classes of graphs the algorithm is applicable to．

## 3．1．3 Conjunctive Query Containment

The main idea for the approach that will be discussed in this section comes from a paper on conjunctive query containment by Chandra Chekuri and Anand Rajaraman 17 ．The approach we will present is effectively a concrete instantiation that mostly follows this paper with a few important modifications to suit our use case．

In the following sections we will make use of a running example using the $C P Q q=(a \circ b) \cap(a \circ b)$ ，also shown in Figure 3．3a Note that this $C P Q$ contains the conjunction of two identical paths $a \circ b$ ．As such，it is easy to see that the query is query homomorphic to the $C P Q q^{\prime}=(a \circ b)$ ，also shown in Figure 3．3b For both query graphs，nodes that are not the source or target vertices have been given arbitrary labels to tell them apart in the examples that will follow later．Note that these labels are purely for illustrative purposes as $C P Q$ s do not have vertex labels．

（b）Query graph for $q^{\prime}=a \circ b$ ．
（a）Running example query graph for $q=(a \circ b) \cap(a \circ b)$ ．
Figure 3．3：Running example $C P Q$ s for conjunctive query containment．

Before describing the algorithm，we will first introduce the concept of a conjunctive query（ $C Q$ ）．As mentioned in Section 2．1．$C P Q$ is a subset of $C Q$ ，thus any $C P Q$ is also a valid $C Q$ ．Formally，a $C Q$ is a query using only the logical conjunction operator $(\wedge)$ and atomic formulae．However，in the context of a graph database it is easier to think of a $C Q$ as a set of edge predicates［12］．Each of these edge predicates matches a single edge in the graph and all predicates have to match at the same time for it to be matched by the entire $C Q$ ．In the context of a relational database we would effectively have a table named after each edge label with a source and target vertex column in each table．The general form of a $C Q$ is as shown in Equation 3．1．

$$
\begin{equation*}
\left(z_{1}, \ldots, z_{m}\right) \leftarrow a_{1}\left(x_{1}, y_{1}\right), \ldots, a_{n}\left(x_{n}, y_{n}\right) \tag{3.1}
\end{equation*}
$$

For a graph with vertex set $\mathcal{V}$ ，label set $\mathcal{L}$ and $1 \leq i \leq n$ ，we have $x_{i} \in \mathcal{V}, y_{i} \in \mathcal{V}$ and $a_{i} \in \mathcal{L}$ ．Furthermore，for $1 \leq j \leq m$ ，we have $z_{j} \in\left(\left\{x_{1}, \ldots, x_{n}\right\} \cup\left\{y_{1}, \ldots, y_{n}\right\}\right)$ ，meaning that all head variables need to appear in the body of the query．However，it is allowed for the arity of the query $m$ to be 0 ，this makes it a boolean query． Since the arity of a $C P Q$ is 2 ，this will be the main arity we deal with in this thesis．Knowing how a $C Q$ works we can now write the $C Q$ form of the $C P Q$ in Figure 3．3a Note that the query graph for this $C P Q$ has 4 edges， thus our $C Q$ will have 4 predicates．The $C Q$ form of the query is shown in Equation 3.2

$$
\begin{equation*}
(s, t) \leftarrow a(s, 1), a(s, 2), b(1, t), b(2, t) \tag{3.2}
\end{equation*}
$$

Similarly，the $C Q$ form of the query graph in Figure 3．3b is given in Equation 3.3

$$
\begin{equation*}
(s, t) \leftarrow a(s, 1), b(1, t) \tag{3.3}
\end{equation*}
$$

## 3．1．3．1 The Incidence Graph of a Query Graph

The first step towards implementing the algorithm from the paper is to compute the incidence graph of the input query［17．The incidence graph of a query is a bipartite undirected graph with a node for each vertex and edge in the original graph．One partition of the bipartite graph consists of all former vertices and the other partition consists of all former edges．Two nodes are linked by an edge if the vertex node is one of the end points of the edge in the edge node．Since this requires the $C Q$ form of our input query，we will be using the expression shown in Equation 3.2 The incidence graph for the running example $C P Q$ is then as shown in Figure 3.4 Note that incidentally all nodes have degree 2，while this will always be the case for edge nodes， there is no bound on the number of edges that can be attached to a vertex node．


Figure 3．4：The incidence graph for the running example．
One final important remark is that the treewidth of the created incidence graph is at most the treewidth of the original graph $\sqrt{17}$ ，this fact will be important for the tree decomposition we will compute in Section 3．1．3．2

## 3．1．3．2 An Incidence Graph Tree Decomposition

After computing the incidence graph of the input graph the next step is computing a tree decomposition of the incidence graph．For this purpose we will use the tree decomposition algorithm developed in Section 3．1．2 Note that the incidence graph satisfies all the assumptions made by this algorithm and that we established in Section 3．1．3．1 that the treewidth of the incidence graph is at most 2．A tree decomposition of the incidence graph for the running example shown in Figure 3.4 is given in Figure 3.5


Figure 3．5：The tree decomposition of the incidence graph for the running example．
It is worth noting that in this particular case the incidence graph is actually a simple cycle．Thus using 6 bags for the tree decomposition is actually minimal．

## 3．1．3．3 Partial Mappings between Graphs

The next step of the procedure is the most important part and involves constructing partial mappings between the two graphs being tested for query homomorphism．The goal of a partial mapping is to identify smaller parts of the input graphs that are query homomorphic to each other．For the approach we will cover，these smaller parts are either vertices or edges．It is also worth noting that this section features our main deviation from the conjunctive query containment paper 17 ．The reason for this is that we need to ensure that our partial mappings satisfy the definition of a query homomorphism instead of the definition of a regular homomorphism．In order to do this，we need to add extra rules to properly handle source and target vertices in our mappings．

We will start by introducing the simplest way of constructing partial mappings between our input graphs．Note that to do this we only need to ensure that the definition of a query homomorphism is met for each partial mapping．Since a query homomorphism only states something about edges，it would be sufficient to just map two edges exactly following the constraints in the definition of a query homomorphism as given in Section 3．1．1． Based on this idea，when given two edges $e=(u, v, l)$ and $e^{\prime}=\left(u^{\prime}, v^{\prime}, l^{\prime}\right)$ ，a partial mapping $e \mapsto e^{\prime}$ exists if the following rules hold：

1）If $u$ is a source vertex then $u^{\prime}$ has to be a source vertex．
2）If $v$ is a target vertex then $v^{\prime}$ has to be a target vertex．
3）Edge labels match：$l=l^{\prime}$ ．
Using these rules we can determine the partial maps for our running example $C P Q \mathrm{~s} q$ and $q^{\prime}$ from Figure 3.3 Note that the left hand side has elements from $q$ while the right hand side has elements from $q^{\prime}$ ．In addition， we use a set for the right hand side of our maps to indicate all the possible valid mapping targets．
－$s \mapsto\{s, 1, t\}$
－ $1 \mapsto\{s, 1, t\}$
－ $2 \mapsto\{s, 1, t\}$
－$t \mapsto\{s, 1, t\}$
－$a(s, 1) \mapsto\{a(s, 1)\}$
－$a(s, 2) \mapsto\{a(s, 1)\}$
－$b(1, t) \mapsto\{b(1, t)\}$
－$b(2, t) \mapsto\{b(1, t)\}$
However，note that when doing this we essentially leave the input state space relatively large and generate a lot of candidate partial maps．This approach essentially relies on the remaining steps of the algorithm to filter through all the possible mappings to find a query homomorphism that works for the entire graph．While this does correctly determine query homomorphism，it is far from efficient．In particular，due to the absence of any rules for vertex mapping，we are allowing every vertex in the input graph to be mapped to every vertex in the graph we are testing for containment．Moreover，one of the next steps involves computing a Cartesian product of these partial mappings，further increasing the size of the search space．Consequently，it would be beneficial to make our rules for determining partial mappings as strict as possible to reduce the size of the search space． In order to do this，we will take into account more of the graph when determining if a partial mapping exists， leading to the following rules．

For vertices $v$ and $v^{\prime}$ to test if $v \mapsto v^{\prime}$ ：
1）If $v$ is a source vertex then $v^{\prime}$ has to be a source vertex．
2）If $v$ is a target vertex then $v^{\prime}$ has to be a target vertex．
3）If an edge with label $l$ leaves $v$ ，an edge with label $l$ has to leave $v^{\prime}$ ．
4）If an edge with label $l$ enters $v$ ，an edge with label $l$ has to enter $v^{\prime}$ ．
For edges $e=(u, v, l)$ and $e^{\prime}=\left(u^{\prime}, v^{\prime}, l\right)$ to test if $e \mapsto e^{\prime}$ ：
1）Edge labels match：$l=l^{\prime}$ ．
2）A partial mapping exists between the source vertices：$u \mapsto u^{\prime}$ ．
3）A partial mapping exists between the target vertices：$v \mapsto v^{\prime}$ ．
These new rules result in a much smaller search space for the next steps of the algorithm without being overly expensive to compute．Also note that the extra rules are essentially just implicit conditions that were derived from the definition of a query homomorphism．Naturally，edges can only be mapped if their end points are compatible．Consequently，vertices can only be mapped if they have edges with the same labels entering and leaving them．Note that we cannot assume anything about the number of edges with a specific label entering or leaving．It is possible that some of these edges with identical labels will collapse by both mapping to the same target edge．However，note that it is not possible for all edges with a specific label to disappear．
Using these new rules we can now again determine the partial maps for our running example $C P Q_{\mathrm{s}} q$ and $q^{\prime}$ from Figure 3.3 ．Note that this time each mapping only has one valid target．Though note that it is theoretically still possible for there to be many possible valid targets for a mapping．Finally，note that if any of these mappings have an empty right hand side，then there is never a query homomorphism between the input graphs．In this case the answer can be returned immediately and the computation of an incidence graph and tree decomposition can also be skipped．
－$s \mapsto\{s\}$
－ $1 \mapsto\{1\}$
－ $2 \mapsto\{2\}$
－$t \mapsto\{t\}$
－$a(s, 1) \mapsto\{a(s, 1)\}$
－$a(s, 2) \mapsto\{a(s, 1)\}$
－$b(1, t) \mapsto\{b(1, t)\}$
－$b(2, t) \mapsto\{b(1, t)\}$
After determining these mappings we need to extend the tree decomposition with this information．Recall that each bag of the tree decomposition is made up of at most 3 elements that are also used as the left hand side of our partial mappings．Essentially，our goal is to compute a partial map for each tree decomposition bag as a whole．Note that this comes down to computing the Cartesian product of the partial mappings for each element of the tree decomposition bag．For a tree decomposition bag $X$ ，we would need to compute Equation 3.4

$$
\begin{equation*}
X=\left\{x_{1}, \ldots, x_{n}\right\} \mapsto\left(x_{1} \mapsto\left\{y_{1}, \ldots, y_{i_{1}}\right\}\right) \times \cdots \times\left(x_{n} \mapsto\left\{y_{1}, \ldots, y_{i_{n}}\right\}\right) \tag{3.4}
\end{equation*}
$$

Note that as mentioned previously this set can quickly grow in size if the number of input partial maps is not kept low．However，it is also worth noting that our bags are always of size 2 or 3 ，so the impact of the Cartesian product is limited．Knowing how to compute the partial mapping for a tree decomposition bag we can now extend the tree decomposition by adding the partial mappings．This augmented tree decomposition with the partial mapping targets highlighted in red is shown in Figure 3.6


Figure 3．6：The example graph tree decomposition with partial maps．
Note that each bag only has a single target since each of the original maps also only had one target．In practice it is likely that more targets are present．However，this would needlessly complicate the example．Finally，it is worth mentioning in advance that some of the computed candidate partial maps are inherently inconsistent and as a result invalid．We will cover how to remove these invalid partial maps in Section 3．1．3．4．

## 3．1．3．4 Dependent Variables in Partial Mappings

After computing the candidate partial maps，the next step is to extend these maps with dependent variables． Unlike the independent variables we worked with so far that were directly derived from a vertex or an edge， dependent variables are derived from independent variables．Specifically，note that when we construct a partial mapping for an edge we are technically not only mapping the edge，but also implicitly the endpoint vertices of this edge．More formally we have Equation 3.5

$$
\begin{equation*}
\left(l\left(x_{1}, x_{2}\right) \mapsto l\left(y_{1}, y_{2}\right)\right) \Longrightarrow\left(x_{1} \mapsto y_{1}\right) \wedge\left(x_{2} \mapsto y_{2}\right) \tag{3.5}
\end{equation*}
$$

For our next step we will be making these implicit mappings explicit．We will do this by extending both the left hand side of the partial mapping at each tree decomposition node and all targets at the same time．It is important to keep in mind that the data in a tree decomposition node are essentially ordered sets representing multiple partial mappings．This means that if the $i$－th element of the tree decomposition bag is an edge，then
the $i$－th element in all the targets stored at that node is also an edge．The process of computing dependent variables then works as follows．First we check each element of the node bag in order．If the variable is a vertex then we do nothing．However，if the variable is an edge，we check if one of the end points is not already an existing independent variable in the bag．If one or both endpoint vertices are not already represented by an existing independent variable，then we extend the node bag with this vertex and at the same time do the same with the edges in the same positions in each stored target．To give an example，suppose we have the candidate partial mapping shown in Equation 3.6 that has two targets．

$$
\begin{equation*}
\left\{v_{1}, l\left(v_{1}, v_{2}\right)\right\} \mapsto\left\{\left\{v_{3}, l\left(v_{3}, v_{4}\right)\right\},\left\{v_{5}, l\left(v_{5}, v_{6}\right)\right\}\right\} \tag{3.6}
\end{equation*}
$$

Observe that there are two potential dependent variables in this mapping in the form of the endpoints $v_{1}$ and $v_{2}$ of the edge $l\left(v_{1}, v_{2}\right)$ ．However，notice that $v_{1}$ is already present as an independent variable，so it does not generate a dependent variable．The other endpoint $v_{3}$ does not occur already and thus will generate a dependent variable in all three sets for the implied mapping $v_{2} \mapsto\left\{v_{4}, v_{6}\right\}$ ，this results in the partial mapping shown in Equation 3.7

$$
\begin{equation*}
\left\{v_{1}, l\left(v_{1}, v_{2}\right), v_{2}\right\} \mapsto\left\{\left\{v_{3}, l\left(v_{3}, v_{4}\right), v_{4}\right\},\left\{v_{5}, l\left(v_{5}, v_{6}\right), v_{6}\right\}\right\} \tag{3.7}
\end{equation*}
$$

Note that the order matters，the newly added dependent variables are added at the end of each set and consequently are at the same index in each set．A simple algorithm to extend partial mappings with dependent variables is shown in Algorithm 2 ．

```
Algorithm 2 Computing dependent variables from independent variables.
    procedure ComputeDependentVariables \(\left(\left(X=\left\{x_{1}, \ldots, x_{n}\right\}\right) \mapsto\left(\mathcal{Y}=\left\{Y_{1}, \ldots, Y_{m}\right\}\right)\right)\)
        for \(i=1\) to \(n\) do
            if \(x_{i}\) is an edge then
                if \(x_{i} . u \notin X\) then \(\quad\) Check if the first vertex of the edge is already an independent variable.
                \(X \leftarrow X \cup\left\{x_{i} . u\right\}\)
                for \(Y \in \mathcal{Y}\) do
                \(y_{i} \in Y \quad \triangleright\) Get the \(i\)-th element of \(Y\).
                    \(Y \leftarrow Y \cup\left\{y_{i} . u\right\}\)
                end for
                end if
                if \(x_{i} . v \notin X\) then \(\quad \triangleright\) Check if the second vertex of the edge is already an independent variable.
                    \(X \leftarrow X \cup\left\{x_{i} \cdot v\right\}\)
                    for \(Y \in \mathcal{Y}\) do
                        \(y_{i} \in Y\)
                        \(Y \leftarrow Y \cup\left\{y_{i} . v\right\}\)
                    end for
                end if
            end if
        end for
    end procedure
```

Recall from section 3．1．3．3 that some of the computed candidate partial maps were inherently inconsistent and invalid．The reason for this has to do with dependent variables．Consider the partial mapping shown in Equation 3.8

$$
\begin{equation*}
\left\{v_{1}, l\left(v_{1}, v_{2}\right)\right\} \mapsto\left\{v_{3}, l\left(v_{4}, v_{5}\right)\right\} \tag{3.8}
\end{equation*}
$$

Notice that this mapping contains two implicit mappings in the form of $v_{1} \mapsto v_{4}$ and $v_{2} \mapsto v_{5}$ ．However， there was already an existing mapping for $v_{1}$ ，namely $v_{1} \mapsto v_{3}$ ．This would imply that to use this mapping， $v_{1}$ needs to be mapped to $v_{3}$ and $v_{4}$ at the same time．Naturally this is impossible，the mapping contradicts itself．Another variant of this issue arises when two edges both generate different dependent variable mappings． Thus before moving on to the final stage of the containment checking algorithm，we need to make sure to filter out these invalid mappings．Notice that this can easily be done at various places in the algorithm，the easiest being to perform a filtering operation directly after the Cartesian products are computed．However，modifying the Cartesian product operation itself or performing the filtering when computing dependent variables are also valid solutions．The reference implementation for this thesis uses both approaches and this algorithm will be
discussed in Section 3．1．3．6 Also note again that we can immediately conclude that there is no containment relation if any of the mappings end up with an empty right hand side after filtering．
Finally，we extend the tree decomposition with partial maps for our example $C P Q$ with dependent variables． This augmented tree decomposition is shown in Figure 3.7 with the dependent variables highlighted in red．


Figure 3．7：The example graph tree decomposition with dependent variables．

## 3．1．3．5 Verifying Containment

The final step of the algorithm involves processing the augmented tree decomposition bottom up and computing the natural left semijoin of each node with its children．Concluding whether the test query is contained in the other query is then a matter of checking if the mapping at the root node of the tree is empty．Before showing how this works in detail，we first need to introduce the notion of a natural left semijoin＇$\ltimes$＇．Essentially，this operation joins two tables on columns with matching names and only keeps the columns from the left table in the result．As we will see later，this effectively results in the left table being filtered by the right table．

We will give an example using the tables in Table 3．1．collectively these tables have three unique columns A， B and C．Note that we can always classify the involved columns as one of three categories，columns that are only in the left table，columns that are only in the right table，and columns that are in both tables．Columns exclusive to the first table are only copied and otherwise not relevant and columns exclusive to the right table are completely dropped，thus the shared columns are most interesting．Rows in the input tables that share the same value for all shared columns are used to populate the output table．Note that since the columns exclusive to the right table are dropped，this effectively filters the rows in the left table．For completeness，the output rows in Table 3.1 c are produced by the semijoins $\{1,2\} \ltimes\{2,3\}=\{1,2\}$ and $\{3,4\} \ltimes\{4,1\}=\{3,4\}$ ．

Table 3．1：Example of a natural left semijoin between two tables．
（a）The left input table．
（b）The right input table．
（c）The output table．

| $\mathbf{A}$ | $\mathbf{B}$ |
| :---: | :---: |
| 1 | 2 |
| 2 | 3 |
| 3 | 4 |


| $\mathbf{B}$ | $\mathbf{C}$ |
| :---: | :---: |
| 2 | 3 |
| 1 | 2 |
| 4 | 1 |

Having introduced the natural left semijoin we will now show how to process the augmented tree decomposition． Given a tree decomposition node，we will treat the left hand side of the partial mapping as defining the names of the columns and all targets are rows in the table．For example，using the root node of the tree decomposition in Figure 3.7 we obtain the relation in Table 3.2

Table 3．2：Partial mapping as a table．

| $\mathbf{b}(\mathbf{1}, \mathbf{t})$ | $\mathbf{a}(\mathbf{s}, \mathbf{2})$ | $\mathbf{a}(\mathbf{s}, \mathbf{1})$ | $\mathbf{1}$ | $\mathbf{t}$ | $\mathbf{s}$ | $\mathbf{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $b(1, t)$ | $a(s, 1)$ | $a(s, 1)$ | 1 | $t$ | $s$ | 1 |

The next step is to perform a natural left semijoin between the relation for each node with the relations of its child nodes．For this procedure it is important to process children before their parent is processed．Otherwise not all the information required to properly process a parent node will be available．For example，for the center node of the tree decomposition in Figure 3.7 we compute Equation 3.9 Keep in mind that these sets are rows from relations with column names，the attribute name data is not shown in this equation．

$$
\begin{array}{r}
(\{\{b(2, t), a(s, 2), b(1, t), 2, t, s, 1\}\} \ltimes\{\{2, b(2, t), a(s, 2), t, s\}\}) \ltimes\{\{t, b(1, t), b(2, t), 1,2\}\} \\
=\{\{b(2, t), a(s, 2), b(1, t), 2, t, s, 1\}\} \tag{3.9}
\end{array}
$$

After computing these semijoins for each node in the tree decomposition all we need to do is check if the relation at the root node is empty．If there are no mapping targets remaining at the root node then there is no containment relation between the two conjunctive queries．Conversely，if the root is not empty，then the tested query is contained in the other query，meaning the output of the tested query is a subset of the other query．For our running example we were expecting that there was a containment relation and looking carefully at Figure 3.7 we can see that root node will not turn empty．Therefore，$q$ is contained in $q^{\prime}$ meaning $q$ is query homomorphic to $q^{\prime}$ ．Furthermore，note that if during this semijoin process the relation at any intermediate node ends up empty，then the root will always end up empty as well．This means that processing can be stopped early in these cases．Finally，it is worth noting that there are some potential optimisations to the presented approach．These optimisations will be discussed in more detail as future work in Section 6．1．1 except for one major optimisation that was actually implemented，this optimisation will instead be covered in Section 3．1．3．6

## 3．1．3．6 Improving Performance

By far the most computationally expensive part of the containment procedure is the Cartesian product step and the post processing related to it．As such，it makes sense to focus on this part of the procedure for optimisations．In this section we will present an approach that combines the Cartesian product，filtering and dependent variables step into a single algorithm．This algorithm is given in Algorithm 3 and consists of two main parts．The first part computes a new left hand side for the partial mapping with dependent variables and derives some additional information required for the second part．The second part then actually computes the right hand side for all partial mappings using the information computed during the first part．The main information that is passed between these two steps is the location of vertex attributes for edges in the mapping sets，which is used to filter out inconsistent and thus invalid mappings and to determine which dependent variables to generate．

Note that performance wise this algorithm still needs to compute a number of Cartesian products，so the runtime trivially scales with product of the input set sizes．This gives the algorithm a runtime of $\mathcal{O}\left(\left|S_{1}\right| \times \cdots \times\left|S_{n}\right|\right)$ ， for input sets $S_{1}, \ldots, S_{n}$ ．

```
Algorithm 3 Computing partial mappings from individual attribute mappings.
    procedure ExpandPartialMap \((M, \mathcal{K}) \quad \triangleright\) Partial map \(M\) and a map of known attribute mappings \(\mathcal{K}\).
        \(\mathcal{S} \leftarrow \emptyset \quad \triangleright\) Set of sets to compute the Cartesian product of.
        \(L \leftarrow \emptyset \quad \triangleright\) New left hand side of the mapping with dependent variables.
        for \(a \in\) M.left do
                                    \(\triangleright\) For all dependent variables.
            if \(a\) is edge then
                \(s \leftarrow \operatorname{index}(L, a . s r c) \quad \triangleright\) The index of \(a . s r c\) in \(L\) or -1.
                \(t \leftarrow \operatorname{index}(L, a . \operatorname{trg})\)
                if \(a . s r c=a . \operatorname{trg}\) then \(\quad \triangleright\) Prevent loops from generating the same dependent variable twice.
                \(t \leftarrow-2\)
                end if
                a.refs \(\leftarrow(s, t) \quad \triangleright\) Store references to endpoint attributes.
                \(\mathcal{S} \leftarrow \mathcal{S} \cup\{\mathcal{K}[a]\} \quad \triangleright\) Known mapping targets for \(a\).
                \(L \leftarrow L \cup\{a\} \cup\{a . s r c \mid s=-1\} \cup\{a . \operatorname{trg} \mid t=-1\} \triangleright\) Add endpoints unless already independent.
            else if \(a \notin L\) then \(\triangleright\) Directly add vertices unless already present.
                \(L \leftarrow L \cup\{a\}\)
                \(\mathcal{S} \leftarrow \mathcal{S} \cup\{\mathcal{K}[a]\}\)
            end if
        end for
        M.left \(\leftarrow L \quad \triangleright\) New left hand side with dependent variables.
```

```
20: \(\quad s \leftarrow \Pi_{A \in \mathcal{S}}|A|\)
    \(\mathcal{P} \leftarrow\left\{P_{1}, \ldots, P_{s}\right\} \quad \triangleright\) Cartesian product output sets.
    for \(S \in \mathcal{S}\) do \(\quad \triangleright\) Build the product set by set.
        \(s \leftarrow s /|S|\)
        \(i \leftarrow 1\)
        for \(o \leftarrow 1\) to \(|\mathcal{P}|\) do
            if \(P_{i} \neq\) nil then \(\quad \triangleright\) If nil this candidate was already deemed invalid.
                \(a \leftarrow S[0 \bmod |S|]\)
                for \(k \leftarrow i\) to \(i+s\) do
                if \(a\) is edge then
                    \(\left(r_{s}, r_{t}\right) \leftarrow\) a.refs
                    if \(\left(r_{s} \geq 0 \wedge P_{i}\left[r_{s}\right] \neq a . s r c\right) \vee\left(r_{t} \geq 0 \wedge P_{i}\left[r_{t}\right] \neq a . \operatorname{trg}\right) \vee\left(r_{t}=-2 \wedge a . s r c \neq a . \operatorname{trg}\right)\) then
                            \(P_{k} \leftarrow\) nil \(\triangleright\) These candidates are invalid.
                    else
                        \(P_{k} \leftarrow P_{k} \cup\{a\} \cup\left\{a . s r c \mid r_{s}=-1\right\} \cup\left\{a . \operatorname{trg} \mid r_{t}=-1\right\}\)
                    end if
                else
                    \(P_{k} \leftarrow P_{k} \cup\{a\}\)
                    end if
                end for
            end if
                \(i \leftarrow i+s\)
            end for
        end for
        M.right \(\leftarrow\{a \mid a \in \mathcal{P} \wedge a \neq \mathbf{n i l}\} \quad \triangleright\) Filter out candidates that were deemed invalid.
    end procedure
```


## 3．2 Computing $C P Q$ Cores

Now that we have introduced the query homomorphism test we needed，we can proceed to show how the core of a $C P Q$ can be computed．The work that will be presented in this section is based on several unpublished prior research projects $[47,39,26$ ．Recall that we are interested in $C P Q$ cores because their evaluation result on a graph is the same as the evaluation result of the original query graph．As such，it makes sense to use the core of a query instead of the original query wherever possible to reduce the amount of processing and storage required for various tasks in the index．Moreover，we can compute a $C P Q$ core for any $C P Q$ and $C P Q$ s with equivalent cores are query homomorphic．Note that this is an extremely important property for our index key to have．Naively，we could decide to use $C P Q \mathrm{~s}$ as index keys directly and accept the additional storage overhead． However，note that while the number of $C P Q$ cores of a given diameter in a graph is finite，the number of $C P Q \mathrm{~s}$ with a given diameter is not，leading to the issue that was described in Section 1.1 The reason the number of $C P Q$ s of a given diameter is infinite follows from the fact that you can always duplicate existing structure in a $C P Q$ to make a new $C P Q$ that matches the same paths．
To compute a $C P Q$ core we first start by formalising its definition，which is done by modifying the definition of a regular graph core as introduced in Section 2.2 .7 to use a query homomorphism as defined in Section 3．1．1 instead of a regular homomorphism．This establishes a $C P Q$ core as the smallest subgraph of the query graph of a $C P Q$ that is query homomorphically equivalent to the query graph it is a subgraph of．This modification essentially ensure that the definition of a $C P Q$ core inherits the notion of a fixed source and target vertex from the definition of a query homomorphism．Note that this definition guarantees that the source and target vertex of the query core match the same parts of the original graph as the original query，since the source and target vertex determine which vertex pairs are returned in the evaluation．We will also formally establish this fact．
Theorem 5．Let $q, q^{\prime} \in C P Q$ and $q^{\prime}$ is a query core of $q$ ，then for a graph $\mathcal{G}$ it holds that $\llbracket q \rrbracket_{\mathcal{G}}=\llbracket q^{\prime} \rrbracket_{\mathcal{G}}$ ．
Proof．In order to prove that the evaluation result of the core is equal to the evaluation result of the original query，that is $\llbracket q \rrbracket_{\mathcal{G}}=\llbracket q^{\prime} \rrbracket_{\mathcal{G}}$ ，we will separately prove a containment relation in both directions．More precisely， we will show that $\llbracket q \rrbracket_{\mathcal{G}} \supseteq \llbracket q^{\prime} \rrbracket_{\mathcal{G}}$ and $\llbracket q \rrbracket_{\mathcal{G}} \subseteq \llbracket q^{\prime} \rrbracket_{\mathcal{G}}$ ，together implying that $\llbracket q \rrbracket_{\mathcal{G}}=\llbracket q^{\prime} \rrbracket_{\mathcal{G}}$ ．
We start with $\llbracket q \rrbracket_{\mathcal{G}} \supseteq \llbracket q^{\prime} \rrbracket_{\mathcal{G}}$ ．Note that $q^{\prime}$ being a core of $q$ means that $q$ and $q^{\prime}$ are query homomorphically equivalent．This means that a query homomorphism $f$ exists from $\mathcal{G}_{q}$ to $\mathcal{G}_{q^{\prime}}$ ，which implies that any source
target node pair matched by $q$ can also be matched by $q^{\prime}$ ．If not，$f$ would not be a query homomorphism，thus leading to a contradiction．Essentially we are combining the regular homomorphism that exists from the query to the graph it is being evaluated on and the query homomorphism between the query and its core．Since a query homomorphism also exists from $\mathcal{G}_{q^{\prime}}$ to $\mathcal{G}_{q}$ the proof that $\llbracket q \rrbracket_{\mathcal{G}} \subseteq \llbracket q^{\prime} \rrbracket_{\mathcal{G}}$ is similar，we again combine the query homomorphism from the core to the query and the regular homomorphism from the core to the graph． Essentially we just perform the same steps in the opposite direction．

Next we will show a method to compute the query core of an input $C P Q$ query graph．First recall that a query core is a subgraph of the original query graph．This means that a set of edges exists that can be removed from the original query graph to form the query core．We can construct a simple algorithm based on this idea that simply tries to remove each edge while checking if there is still a query homomorphism from the original query graph to the result．Note that this test will be performed by the containment testing procedure introduced in Section 3．1 When this test confirms that a query homomorphism still exists the edge is permanently removed， otherwise the edge is part of the result．Note that removing edges from the graph may result in vertices ending up with no edges attached to them．These vertices obviously do not belong in the result and should thus be removed from the core graph before the algorithm concludes．It is worth noting in advance that this algorithm is not the most efficient method to compute a core，we will introduce a more efficient approach in Section 3.3 However，the method presented here is far more intuitive than the improved approach we will present in that section．The pseudocode for the entire algorithm can be found in Algorithm 4

```
Algorithm \(4 C P Q\) Core Computation
    procedure Computequery \(\operatorname{Core}\left(\mathcal{G}_{q}=\left(\mathcal{V}_{q}, \mathcal{E}_{q}, \mathcal{L}, v_{s}, v_{t}\right)\right)\)
        \(\mathcal{G}_{\text {core }} \leftarrow \mathcal{G}_{q}\)
        for \(e \in \mathcal{E}_{\text {core }}\) do
            \(\mathcal{G}_{q^{\prime}} \leftarrow\left(\mathcal{V}_{\text {core }}, \mathcal{E}_{\text {core }} \backslash e, \mathcal{L}, v_{s}, v_{t}\right)\)
            if IsQueryHomomorphicTo \(\left(\mathcal{G}_{q}, \mathcal{G}_{q^{\prime}}\right)=\) true then
                \(\mathcal{G}_{\text {core }} \leftarrow \mathcal{G}_{q^{\prime}}\)
            end if
        end for
        for \(v \in \mathcal{V}_{\text {core }}\) do
            if \(\not_{e \in \mathcal{E}_{\text {core }}}[v \in e]\) then
                \(\mathcal{G}_{\text {core }} \leftarrow\left(\mathcal{V}_{\text {core }} \backslash v, \mathcal{E}_{\text {core }}, \mathcal{L}, v_{s}, v_{t}\right)\)
            end if
        end for
        return \(\mathcal{G}_{\text {core }}\)
    end procedure
```

Having given the algorithm，we will now formally prove its correctness．
Theorem 6．Given a CPQ query graph $\mathcal{G}_{q}$ ，the CPQ core $\mathcal{G}_{\text {core }}$ of $\mathcal{G}_{q}$ can be computed by Algorithm 4
Proof．First it is worth noting that we will assume the correctness of the IsQueryHomomorphic subroutine．The correctness of the core idea for this subroutine was already established in the paper it is based on 17 and an alternative query homomorphism test could also be used without affecting the proposed algorithm．

Note that showing the correctness of the algorithm as a whole comes down to establishing two properties：
1）For the first property，we require that the computed core is actually a core and thus no smaller homo－ morphically equivalent subgraph exists．Note that the algorithm itself trivially establishes this．If any edge still remained that could be removed，then it would already have been removed by the algorithm． It then remains to establish that no other order of removing edges would have yielded a smaller core． Note that this follows from the fact that all the computed core candidates are query homomorphically equivalent，save for the vertices without any attached edges we remove at the end．However，note that these obsolete vertices would only interfere with a homomorphism test from the core to the input graph， which is not a test we need to perform．Note that the main connected component that makes up the core is always a subgraph of the input graph at any stage and thus always query homomorphic to the input graph．Therefore，given that these graphs are always homomorphically equivalent the removal order is not relevant to the end result．

2）The second property we need to establish is that the computed core actually represents a valid $C P Q$ ． Note from the query graph construction shown in Section 2.2 .3 that an edge only appears in two ways in the graph，as an edge in a simple path of edges or as an edge in one of the branches for a conjunction．

These two cases can be characterised by the $C P Q$ grammar as $q \circ l$ and $q \cap l$ ，where $q \in C P Q$ and $l \in \mathcal{L}$ ． This also clearly shows that dropping the edge with the $l$ label in these two cases still leaves a valid $C P Q$ provided we also remove the adjacent operator．Essentially，we effectively just shorten the path for the join case and for the conjunction case one of the branches is removed leaving the remaining branch as the only path．Even if these subgraphs appear as part of a larger $C P Q$ query graph，the edge removal still has the same effect．Thus it remains to show that this procedure will never result in a disconnected query graph．Note that the conjunction case will clearly never result in a disconnected graph．However， this is not immediately clear for the join case．For the join case note that there is a query homomorphism between the original graph and the new core graph，thus either there exists some other path still keeping the graph connected or a contradiction arises where there was no query homomorphism，since a connected graph cannot be homomorphic to a disconnected graph．

Therefore，given that both properties hold，the proposed algorithm correctly computes $C P Q$ cores．
To conclude this section，we will give some examples of $C P Q \mathrm{~s}$ and their cores．These examples are given in Figures 3．8，3．9， 3.10 and 3.11 ，and include three simple cases and one more complex core．In general，note that many cores are of the trivial variety where some subgraph is exactly duplicated a number of times．However， more complex cores such as Figure 3.9 also exist．When carefully inspecting this core example it becomes clear that all paths involving the longer removed path can be simulated using the shorter paths that remain．

（a）Graph for $q=(a \circ b \circ c) \cap(a \circ b \circ c)$ ．

（b）The core of $q$ is $a \circ b \circ c$ ．

Figure 3．8：Simple $C P Q$ core example where the same path is present twice in the input．

（a）Graph for $q=a^{-} \cap\left(\left(b \cap b^{-} \cap\left(b^{-} \circ b\right) \cap\left(b \circ b^{-} \circ b\right)\right) \circ a\right)$ ．

（b）The core of $q$ is $a^{-} \cap\left(\left(b \cap b^{-} \cap\left(b^{-} \circ b\right)\right) \circ a\right)$ ．

Figure 3．9：Complex $C P Q$ core example where a longer path can be simulated using multiple shorter paths．

（a）Graph for $q=(a \circ b) \cap(a \circ b) \cap i d$ ．

（b）The core of $q$ is $(a \circ b) \cap i d$ ．

Figure 3．10：Simple $C P Q$ core example where the same cycle is present twice in the input．

（a）Graph for $q=(a \circ b) \cap a \cap i d$ ．

（b）The core of $q$ is $a \cap i d$ ．

Figure 3．11：$C P Q$ core example where the larger cycle can be simulated by going through the self loop twice．

## 3．3 Efficiently Computing $C P Q$ Cores

The algorithm for $C P Q$ core computation presented in Algorithm 4 in Section 3.2 sequentially performs a large number of query homomorphism tests from the same graph to subgraphs．In fact，the number of tests scales linearly with the number of edges in the query graph，as an attempt is made to remove each edge．Considering that a lot of the data computed for a query homomorphism test does not change significantly when removing a single edge，this approach seems inefficient．Moreover，given the nature of the homomorphism test，it should be possible to extract the exact homomorphism mapping that was found．The reason the original authors did not consider this direction is likely due to performance concerns and because tracking the required data is irrelevant for a simple test．However，for our use case it does make sense to investigate this direction，as it would mean we can switch to a single test．

In this section we will introduce a novel algorithm for directly computing $C P Q$ cores that uses many of the same ideas as the homomorphism test originally introduced in Section 3．1．3 It is worth noting in advance that while this algorithm will be designed to compute $C P Q$ cores，extending it to work for vertex labels，regular graph cores，or even novel augmented homomorphism definitions is trivial．One part from the original algorithm we will be reusing without any changes is the mapping step where components from one of the input graphs are mapped to potential target components in the other input graph．This procedure was originally discussed in Section 3．1．3．3 and effectively enforces what components can map to each other．As such，adding or removing restrictions similar to what we did to support a query homomorphism is relatively straightforward．

## 3．3．1 General Approach

In this section we will introduce the main idea behind our new algorithm．Notice that the partial mappings that are computed during a homomorphism test can be combined to form a mapping for the entire graph given some extra bookkeeping．Based on this idea we will essentially run a homomorphism test from the input graph to itself．Trivially，following the original test we would always discover a query homomorphism this way．However，note that the data technically contains information on all possible mappings，and not just the identity mapping．Essentially what we will do is process the tree decomposition bottom up like in the original algorithm while also keeping track of complete graph mappings．Since keeping track of all possible mappings is potentially very resource intensive，we will also show how to filter this pool of candidates continuously to only keep relevant candidates in memory．Note that this means that compared to the original algorithm，we are essentially replacing the natural left semijoins with modified regular joins，and we will also be interpreting the final relations at the root node differently．During this section，we will make use of the same running example graph originally used for the homomorphism test in Section 3．1．3，this graph is also shown again in Figure 3.12


Figure 3．12：Running example $C P Q$ s for the $C P Q$ core algorithm．
Note that this time we will be mapping this graph onto itself．This means that while the tree decomposition will be identical to the one computed previously，the partial mapping targets will be different．Notably，each map will have multiple targets this time．In addition，we will sort the attributes for the relation at each node such that it becomes possible to execute sort merge joins．The exact sorting order used does not matter as long as it is consistent，the reference implementation simply assigns a unique identifier to each vertex and edge． Note that it does not matter if the sorting algorithm is stable or not as all the items to sort will be distinct． Following these minor modifications the new tree decomposition with all partial maps fully computed and all semijoins computed is shown in Figure 3.13 For each tree decomposition node the attributes or column names are listed along the top of the cell．The possible target mapping candidates are listed on separate rows with their mapping targets in the order that matches the attributes they map from．In particular，note that there are two vertices in the example graph that have an identical neighbourhood，namely the vertices labelled with 1 and 2．As a result，all the candidates shown in the tree decomposition are varying maps for these vertices．


Figure 3．13：The example graph tree decomposition with partial maps to itself．

## 3．3．2 New Semijoins

In this section we will introduce the replacement for the semijoins．Recall that for a semijoin we distinguished 3 categories of columns in Section 3．1．3．5．columns only in the left table，columns in both tables，and columns only in the right table．By using a semijoin the columns only in the right table are essentially completely ignored．However，these columns do contain important mapping information required to construct a mapping for the graph as a whole．Notice though that these attribute mappings are never going to be seen again．If during a semijoin some attribute is not present in the parent node，then by definition of a tree decomposition no tree decomposition nodes past the parent will contain this attribute，since each attribute induces a connected subtree．This is true even for vertex attributes that are hidden inside of an edge attribute，as these were already extracted by the algorithm that computes dependent variables covered in Section 3．1．3．4 and Section 3．1．3．6 This means that while we need to keep track of these attribute mappings，we can actively filter them without affecting correctness and always only keep the smallest candidates．
Note that essentially we want to compute regular joins．However，since we are not joining on some unique key such a join could result in a lot of rows being generated．For this reason we will instead opt to track the mappings that are no longer relevant as metadata for each row．We will also start referring to these mappings as free mappings，given that they are no longer relevant to the main computation．To give a more concrete example we show a semijoin between two relations tracking free mappings in Table 3.3 In particular，note that each joining row generates its own set of free mappings，so rows that join more than once receive more than one possible set of free mappings that complements it．Since free variables are no longer relevant to the computation，any of these options is a correct extension to form the complete graph mapping．This is the core idea behind actively filtering them later on．

Table 3．3：Example semijoin between two tables with free output mappings．
（a）The left input table．
（b）The right input table．
（c）The output table．

| $\mathbf{A}$ | $\mathbf{B}$ |
| :---: | :---: |
| 1 | 2 |
| 2 | 3 |
| 3 | 4 |


| $\mathbf{B}$ | $\mathbf{C}$ |
| :---: | :---: |
| 2 | 3 |
| 2 | 2 |
| 4 | 1 |


| $\mathbf{A}$ | $\mathbf{B}$ | Free |
| :---: | :---: | :--- |
| 1 | 2 | $\{\{C \mapsto 3\},\{C \mapsto 2\}\}$ |
| 3 | 4 | $\{\{C \mapsto 1\}\}$ |

However，also note that this is just a simplified example．Naturally，if the output tables of a semijoin now contain free mappings，then these free mappings can also appear in the input tables．In Table 3.4 the four main cases are shown for how to process free mappings during a semijoin．Note that essentially each set of mapping options represents multiple rows that would have been generated during a regular join．These sets are extended
when new free mappings are generated and existing sets in the left input table are just copied without any changes．

Table 3．4：Processing free mappings when joining relations．

## （a）The left input table．

> (b) The right input table.
（c）The output table．

| B | C | Free |  | B | Free |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | 3 |  | 1 | 2 | $\{\{D \mapsto 4\}\},\{\{C \mapsto 3\}\}$ |
| 3 | 2 | $\{\{E \mapsto 3\}\}$ | 2 | 3 | $\{\{E \mapsto 3, C \mapsto 2\}\}$ |
| 4 | 1 | $\{\{E \mapsto 3\}\}$ |  | 4 | $\{\{D \mapsto 4\}\},\{\{E \mapsto 3, C \mapsto 1\}\}$ |
|  | 0 |  |  | 5 |  |

Note that these examples exclude any cases where the right table has an existing set of free mappings with more than one set．We will discuss this case separately as this case represents the most performance intensive part of the algorithm．Note that in the trivial case，such as the join on the second row in Table 3．4 we just append a newly generated free mapping to the mapping that was already present．Essentially，we already had a set of free variables required for a full mapping and now we have one extra mapping required which we just append． However，this is more complicated when one of these option sets has more than one option for mapping the same free attribute．For example，consider the set of sets of free attribute mappings in Equation 3．10．Also note that the extra outermost pair of brackets was also present in the previous examples，just not explicitly written down．

$$
\begin{equation*}
\{\{\{A \mapsto 3\},\{A \mapsto 2\}\},\{\{B \mapsto 1\},\{B \mapsto 3\}\}\} \tag{3.10}
\end{equation*}
$$

Essentially，this set represents four rows that would have been generated by a regular join．As such，when deriving the set of options to produce we essentially need to restore all these rows．Note that this means that this step is a Cartesian product of all the option sets．To give a more concrete example，assume that we are joining the row from Equation 3.10 with a different row that does not yet have any free mappings．Also assume that we are generating one new free mapping $C \mapsto 2$ during this join，then we obtain the result shown in Equation 3.11

$$
\begin{equation*}
\{\{A \mapsto 3, B \mapsto 1, C \mapsto 2\},\{A \mapsto 3, B \mapsto 3, C \mapsto 2\},\{A \mapsto 2, B \mapsto 1, C \mapsto 2\},\{A \mapsto 2, B \mapsto 3, C \mapsto 2\}\} \tag{3.11}
\end{equation*}
$$

From this equation we can see that the original four rows have all effectively been restored completely，and each has been extended with the newly generated free variable．As previously mentioned，the next step is to filter this set to only keep relevant candidates．For clarity，the rows from Equation 3.11 have been tabulated in Table 3．5，together with the mappings of the row that have not been classified as free yet．Note that these other attributes are always the same for all entries in the table，as this data is all for the same row．A cost value has also been assigned to each row，which will be explained in more detail next．

Table 3．5：Complete candidate mapping rows with their associated cost．

| Not Free |  |  |  | Free |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{D}$ | $\mathbf{E}$ | $\mathbf{F}$ | $\mathbf{A}$ | $\mathbf{B}$ | $\mathbf{C}$ | Cost |
| 0 | 1 | 1 | 3 | 1 | 2 | 4 |
| 0 | 1 | 1 | 3 | 3 | 2 | 4 |
| 0 | 1 | 1 | 2 | 1 | 2 | 3 |
| 0 | 1 | 1 | 2 | 3 | 2 | 4 |

The cost value listed in Table 3.5 is computed by counting the number of distinct mapping targets across the entire row．Note that when we recombine non－free and free mappings like this，we are essentially computing possible mappings for a subgraph of the entire graph．However，while we cannot change the non－free attributes， we can freely decide which complementary set of free attributes to pick．In the example，the 3rd row has a set of free mapping options that reduces the number of distinct targets，so this will be the only one we keep during our computations．This means the final option set will be as shown in Equation 3.12 instead of what we originally computed in Equation 3.11

$$
\begin{equation*}
\{\{A \mapsto 2, B \mapsto 1, C \mapsto 2\}\} \tag{3.12}
\end{equation*}
$$

This filtering procedure keeps the size of the option sets small and also leads to smaller Cartesian product outputs at higher tree nodes．Note that it is possible for multiple options to have the same lowest cost．Unfortunately all lowest cost candidates need to be kept around in this case as the later addition of a new free mapping may make any of them a better choice．The complete new semijoin algorithm is shown in Algorithm 5 Note that this algorithm only saves the targets for free mappings．The source is useful when trying to understand the algorithm，but never actually used by the algorithm itself．

```
Algorithm 5 New semijoin algorithm for complete graph mappings.
    procedure \(\operatorname{Semijoin}(\mathcal{P}, \mathcal{C}) \quad \triangleright\) A partial map \(\mathcal{P}\) and one of its children \(\mathcal{C}\).
        for \(r_{1} \in \mathcal{P}\).rows do
            \(m \leftarrow\) false \(\quad \triangleright\) To track if this row joined with any row.
            \(\mathcal{O} \leftarrow \emptyset \quad \triangleright\) All sets of free mappings from all joins with the child partial map.
            for \(r_{2} \in \mathcal{C}\).rows do
                \(T \leftarrow \emptyset \quad \triangleright\) Free mappings for the current row join.
                \(i_{1} \leftarrow 0\)
                \(i_{2} \leftarrow 0\)
                while \(i_{2}<\mid \mathcal{C}\). attr \(\mid\) do \(\quad \triangleright\) Start of the sort merge join (pre-sorted).
                    if \(a_{1}<\mid \mathcal{P}\).attr \(\mid\) then
                    if \(\mathcal{P}\).attr \(\left[i_{1}\right]=\mathcal{C} . \operatorname{attr}\left[i_{2}\right]\) then \(\quad \triangleright\) Matching attributes means targets need to match too.
                                if \(r_{1}\left[i_{1}\right] \neq r_{2}\left[i_{2}\right]\) then
                        continue with the next iteration on line 5
                                end if
                                \(i_{1} \leftarrow i_{1}+1\)
                                \(i_{2} \leftarrow i_{2}+1\)
                    else if \(\mathcal{P}\).attr \(\left[i_{1}\right]>\mathcal{C} . \operatorname{attr}\left[i_{2}\right]\) then
                                    \(T \leftarrow T \cup\left\{\mathcal{C} . \operatorname{attr}\left[i_{2}\right]\right\} \quad \triangleright\) We only save the target of the free mapping.
                                    \(i_{2} \leftarrow i_{2}+1\)
                    else
                                \(i_{1} \leftarrow i_{1}+1\)
                            end if
                else
                    \(T \leftarrow T \cup\left\{\mathcal{C} . \operatorname{attr}\left[i_{2}\right]\right\}\)
                    end if
                end while
                \(m \leftarrow\) true
                if \(r_{2}\). free \(\neq \emptyset\) then \(\quad \triangleright\) Extend existing free mapping sets.
                    \(\left\{F_{1}, \ldots, F_{n}\right\} \leftarrow r_{2}\).free
                    \(\mathcal{O} \leftarrow \mathcal{O} \cup\left(T \times F_{1} \times \cdots \times F_{n}\right)\)
                else if \(T \neq \emptyset\) then \(\triangleright\) We add the first free mapping set.
                    \(\mathcal{O} \leftarrow \mathcal{O} \cup\{T\}\)
                end if
                if \(\mathcal{O} \neq \emptyset\) then \(\quad \triangleright\) Add the free mapping candidates to the options for the row.
                    \(r_{1}\).free \(\leftarrow r_{1}\).free \(\cup \mathcal{O}\)
                end if
                if \(m=\) false then \(\quad \triangleright\) If no other rows joined with this row it does not remain in the parent.
                    \(\mathcal{P}\).rows \(\leftarrow \mathcal{P}\).rows \(\backslash\left\{r_{1}\right\}\)
                end if
            end for
        end for
    end procedure
```

As a quick note on correctness，note that we are not fundamentally changing the definition of the join and just tracking extra information．Also note that as discussed in this section，the extra information is essentially the result of a regular join stored in a more compact manner．Essentially this new semijoin definition is only a complex sequence of data transformations，each of which is reversible and thus not really interesting to prove． However，our filtering operation is an exception and does more than just transforming the data．Thus we will reiterate the foundation for its correctness in a short proof．

Theorem 7．The filtering of candidate free mappings based on lowest cost is correct．
Proof．Note that the correctness of this approach is derived directly from the fact that free mappings are not relevant to the remaining computation．However，let us assume that we had some set of candidates mappings with two candidates where one had a strictly lower cost than the other，meaning the higher cost candidate was filtered．Now also assume that in fact，using the candidate with a higher cost would have led to an overall graph mapping with less distinct targets．We know that the non free mappings for the two candidates are identical， so these are not relevant to the difference．Thus，the difference has to be in the free mappings．However，this is contradictory as the cost of the chosen mapping was computed to be lower and the non free mappings contribute the same cost to all rows．Alternatively，there would need to be some map higher up in the tree where a free mapping was repeated，but note that this conflicts directly with the definition of a free mapping．Thus by contradiction we can safely select only the lowest cost candidates．

Finally，the runtime of this algorithm is obviously in the worst case no better than just computing the join of both relations，which has a quadratic runtime in the number of rows．However，the assumption is that the constant filtering will prevent this from happing most of the time．For the worst case scenario it essentially has to be possible for every vertex to map to every other vertex and every edge to map to every other edge． Particularly with the definition of a query homomorphism，we usually will not get close to this situation due to the special nature of the source and target vertex and the existence of different edge labels．

## 3．3．3 Computing the Core

Having introduced the new semijoin algorithm this means we can now reprocess the tree decomposition using this algorithm．Doing this results in the updated tree decomposition shown in Figure 3.14 where the free mappings are listed at the end of each row．


Figure 3．14：The example graph tree decomposition for core computation．
Note that due to the simplicity of the example only the root of the tree receives some mapping options．However， this does highlight the end step of the algorithm．After processing all semijoins we will end up with a number of rows at the root node．Each of these rows represents a complete mapping for the entire graph．However，these mappings do not necessarily all have the same number of distinct targets．Thus，we again need to compute a cost for each row and then pick the lowest cost row．Note that each child node of the root node contributes one set with sets of free mappings to choose from．Also note that different child notes will not contribute free mappings for the same attribute．Thus if a child node contributes a set with options，exactly one of the mapping sets has to be chosen．Note again that this is essentially a Cartesian product of the sets contributed by the child nodes．Essentially the general procedure greatly resembles the one used when joining option sets during semijoin computation．To compute the cost of a row we will again use the number of distinct targets in the lowest cost total mapping for each row．Note that since the example in Figure 3.14 has only one option set with
only one candidate there is only one candidate per row，but in practice rows can have more．The cost for each of the final rows with its best selection of free mappings is shown in Table 3.6

Table 3．6：Rows at the root relation with their cost．

| Not Free | Free | Cost |
| :---: | :---: | :---: |
| $1,1, s, t, b(1, t), a(s, 1), b(1, t)$ | $a(s, 0) \mapsto a(s, 1)$ | 5 |
| $0,1, s, t, b(1, t), a(s, 1), b(0, t)$ | $a(s, 0) \mapsto a(s, 0)$ | 8 |
| $1,0, s, t, b(0, t), a(s, 0), b(1, t)$ | $a(s, 0) \mapsto a(s, 1)$ | 8 |
| $0,0, s, t, b(0, t), a(s, 0), b(0, t)$ | $a(s, 0) \mapsto a(s, 0)$ | 5 |

Note that this means that the example graph has two possible final mappings that are both equally good，both only using 5 distinct graph components．This is unsurprising as in terms of subgraphs either the vertex labelled with 1 or the vertex labelled with 2 from Figure 3.12 could be chosen for the core．For the relation at the root， any lowest cost option can be chosen as the complete graph mapping．Note though that at this point we still only have a query homomorphism mapping and not a core．The core can easily be derived from the original graph by removing all graph components that do not appear as a target in the final query homomorphism mapping．

## 3．4 Canonically Representing Cores

Now that we know how to compute the core of a $C P Q$ ，the next step is to convert this core to a form that is suitable for use in a database index．Note that we need to be able to quickly compare two cores for equivalence if we want to be able to use them as database keys．As a result，we want to compute some unique representation of a core，such that we can simply check this representation for equality．This representation is called a canonical form．Unfortunately，this means that our current representation of $C P Q$ cores as graphs is completely unsuitable． Testing if two graphs are equal effectively comes down to testing for isomorphic equivalence．While it is still unknown in general how hard the graph isomorphism problem is exactly［54］，it is considered unlikely that the problem is NP－complete，as this would collapse the polynomial－time hierarchy［29］．For more than three decades the fastest proven running time for graph isomorphism was $e^{\mathcal{O}(\sqrt{n \log n})}$ by Babai et al．［5］，where $n$ denotes the number of vertices in the graph．However，recently in 2015 László Babai managed to improve upon this bound and showed that the problem can be solved in quasipolynomial time $e^{(\log n)^{\mathcal{O}(1)}}[4]$ ，where $n$ is again the number of vertices．Unfortunately，neither of these bounds are very promising for an index where speed is the primary concern．Given the high cost of isomorphism tests，we will focus on canonical forms that can be compared efficiently in this thesis．
To summarise，a canonical representation of a $C P Q$ core query graph is basically a representation of the isomorphic equivalence class of that core that is equal for all cores that are isomorphically equivalent．Essentially， the canonical form is a proxy that makes it possible to check two graphs for equivalence without having to directly compare them．In other words，two graphs are equivalent if their canonical form is equal．It is worth noting that this comes at a cost，canonisation is typically slower than directly testing isomorphic equivalence between two graphs．However，it is important to consider that this cost comes in the form of preprocessing time．After index construction，testing for equality will be extremely efficient．

## 3．4．1 Nauty

Since canonisation is a key component in the design of index keys，it is important that we make use of the best approach currently available．As noted in Section 3.4 canonisation is closely related to isomorphism testing and is therefore a hard problem to solve efficiently．Fortunately，there is also a wealth of literature available on the topic due to its applications in many fields．In order to find the approach best suited to our use case a prior survey has been conducted of existing canonisation literature［35］．The main focus of this survey was on the performance of algorithms with an existing implementation on $C P Q$ query graphs．In this survey，the sparse version of nauty was found to be the algorithm best suited for this purpose．However，as will be further discussed in Section 6．1．2 better options may exist．Next follows a brief history of nauty as also presented in the survey report 35 ．
Nauty is one of the oldest and most well known algorithms for practical graph isomorphism testing and canonical labelling．The algorithm was first theorised in a master＇s thesis by Brendan McKay in 1976 ［48］with the goal to make labelling graphs with large automorphism groups more efficient．The algorithm was then further developed and eventually published［49，51］．The core theory behind nauty was based on the refinement－individualization
paradigm proposed by Parris and Read［58］，which was later refined by Corneil and Gotlieb［18］and Arlazarov et al．［70］．This approach refines partitions of the vertex set while keeping some vertices fixed．The main difference between the refinement－individualization paradigm and McKay＇s algorithm was that McKay＇s algorithm made clever use of automorphisms to reduce the size of the search space．Sometime after the publication of the first paper［51］the proposed algorithm was actually implemented and later became known under the name＇nauty＇ （no automorphisms，yes？）．
Currently nauty is the most established and most extensive software available for computing automorphism groups．This is especially true after nauty and a different canonisation algorithm called Traces 60 were merged and became a single software package［54］，since Traces covers for some of the shortcomings of nauty making the software package as a whole more versatile．However，instead of only focussing on computing these automorphism groups，the nauty \＆Traces combined software package also contains many utilities for working with graphs and generating graphs．Nauty is also the software that is used internally by popular larger packages such as Magma［16］，SageMath 62］and GAP 27．
Nauty is implemented in two different ways．One implementation is the original version，which is aimed at very dense graphs and uses an adjacency matrix to represent the graph data．This version of nauty is referred to as the dense version of nauty．Later a program called saucy［19］was published，which is a program exclusively focussed on isomorphism detection．Saucy was heavily inspired by nauty，but made use of sparse data structures to represent the graph data．This modification made saucy much more suitable for many real world use cases． In response to this a version of nauty was released that used sparse data structures．This version of nauty is referred to as the sparse version of nauty and is as mentioned the version most suited to handle $C P Q$ query graphs．
Both implementations of nauty accept a directed coloured graph as input that is not allowed to contain parallel edges．Recall that $C P Q$ query graphs are edge labelled graphs that are allowed to contain parallel edges．For this project that means we need to transform a $C P Q$ query graph to a suitable input first before we can use nauty．This transformation process will be covered in Section 3．4．2．1

Finally，we end with some useful information about nauty and the way it will be used in the implementation of this project．The version of nauty that was evaluated for the survey report was version 2．7．Since a newer version was released on the 16 th of November 2022，version 2.8 .6 will be used instead to create the index［52］．It is also worth mentioning that nauty \＆Traces is released under the Apache License v2．0［3］．Given that nauty is implemented in C while the rest of the index codebase is implemented in Java，a native binding using the Java Native Interface（JNI）56］will be used to interface with nauty．Lastly，an extensive manual with instructions on how to use nauty is also available 53］．

## 3．4．2 Computing a Canonical Form

The focus of this section will be on the complete process to compute a canonical representation given a $C P Q$ query graph as input．How to encode this canonical representation into a form that can be stored and used for equality checks will be covered in Section 3．4．3．First，it is important to note that so far we have been discussing canonisation for testing isomorphic equivalence．However，similar to how we found in Section 3．1 that a regular homomorphism was insufficient，here a regular isomorphism is also insufficient．The root cause again being the lack of information on the special source and target vertices．Fortunately，we can resolve this issue in much the same way as before by introducing the notions of a query isomorphism and query canonisation．
Similar to Section 3．1．1 we will again start from the definition of regular isomorphism as presented in Section 2．2．6 This definition defines isomorphism as an homomorphism that is also bijective．Consequently，we will define a query isomorphism to be a query homomorphism that is also bijective．From this it then follows that query canonisation is simply canonisation based on query isomorphism instead of isomorphism．However，nauty does not make use of query isomorphism and it would be beneficial to use nauty in its unaltered form to simplify updates．Luckily，it is possible to use nauty without modifications by manually tracking the information about the source and target vertex separate from the regular isomorphism information computed by nauty．The details for this metadata tracking process will be covered in Section 3．4．2．4．

In order to clearly showcase the entire canonisation process we will make use of a running example．The $C P Q$ of which we will be computing the canonical representation will be $q=(a \circ b) \cap(a \circ c)$ and its query graph is shown in Figure 3．15．For later use each vertex is assigned an arbitrary numerical identifier shown in red，note that these should not be seen as vertex labels．


Figure 3．15：Running example query graph for $q=(a \circ b) \cap(a \circ c)$ ．

## 3．4．2．1 Graph Transform

As mentioned in Section 3．4．1 nauty cannot directly accept $C P Q$ query graphs as input，so we need to transform the input in such a way that any isomorphic equivalence relation is preserved．However，conveniently this problem was already solved as part of the $C P Q$ Keys project 35 ．To recap，the simplest way to turn a graph with edge labels into a graph without edge labels is to move the edge labels from the edges to newly created vertices．This method has also been suggested on the mailing list for nauty by the original creator of nauty 50］．
Formally，given an edge labelled graph $\mathcal{G}_{1}=\left(\mathcal{V}_{1}, \mathcal{E}_{1}, \mathcal{L}_{1}\right)$ ，where the edge set is defined as $\mathcal{E}_{1} \subseteq \mathcal{V}_{1} \times \mathcal{V}_{1} \times \mathcal{L}_{1}$ ． We can create a transformed graph $\mathcal{G}_{2}=\left(\mathcal{V}_{2}, \mathcal{E}_{2}\right)$ ，where the edge set is defined as $\mathcal{E}_{1} \subseteq \mathcal{V}_{1} \times \mathcal{V}_{1}$ as follows． The vertex set is copied as is $\mathcal{V}_{2}=\mathcal{V}_{1}$ ，though note that we will be allowing vertex labels in the transformed graph．Then for each edge $(v, u, l) \in \mathcal{E}_{1}$ we do the following．We first add a new vertex $m$ with label $l$ to $\mathcal{V}_{2}$ and then add the edges $(v, m)$ and $(m, u)$ to $\mathcal{E}_{2}$ ．Since this transform introduces a new vertex for each edge in the original graph and also splits each original edge into two edges，we can say the following about the size of the resulting graph．If an input graph has $|\mathcal{V}|$ vertices and $|\mathcal{E}|$ edges，then the transformed graph has $|\mathcal{V}|+|\mathcal{E}|$ vertices and $2 \cdot|\mathcal{E}|$ edges．An example for this transform is shown in Figure 3.16 Note that as a side effect of this transformation we also solve the issue of parallel edges，as every edge in a $C P Q$ query graph has an edge label．

（a）Original labelled input graph．

（b）Transformed output graph．

Figure 3．16：Example for moving edge labels to vertices．

Having introduced the transformation，the next step is to apply it to our example graph from Figure 3．15．The result of applying this transformation can be seen in Figure 3．17．The transformed edge labels are shown in blue．


Figure 3．17：Running example query graph after transforming labels to vertices．

## 3．4．2．2 Coloured Graph Construction

The final step before computing the canonical relabelling of a graph with nauty is completely making the input conform to the expected input format．For nauty that means we need a vertex coloured graph，which is different from the partially vertex labelled graph we have currently．Thus we will assign every regular node without a label a default colour and every other node a colour according to their label．Note that the source and target vertices act like labelled vertices and thus need to be considered as labelled here．If the source and target are not labelled then it is possible for them to be swapped on graphs where all paths between the source and target are fully symmetric．It is also worth noting that internally each colour is simply represented by a numerical identifier．After applying the colouring we end up with the graph shown in Figure 3．18 where the
top number in each node represents the colour and the bottom number the vertex identifier．The legend on the right summarises the colours with their numerical identifier and the label they represent if any．


Figure 3．18：Coloured nauty input graph for the running example．
Finally，it is important to note that while colours are distinct，they cannot be distinguished．For example， replacing the label for the colour representing the label $c$ with some completely new label like $d$ results in the exact same input for nauty．Thus，extra metadata to track which colour represents which label is required and will be discussed further in Section 3．4．2．4．However，there is one more important detail to account for． Since nauty cannot distinguish colours and only knows when two vertices have distinct colours，it is extremely important to keep the order in which labels are mapped to colours the same．Internally nauty works by first relabelling the vertices in the colour class with the lowest numerical identifier．This means that the colour classes with a low colour class identifier will always receive the lowest vertex identifiers in the relabelled graph． Therefore，the mapping from label to colour class has to be consistent between calls to nauty．More formally， for labels $a, b \in \mathcal{L}$ with colour identifiers $c_{a}, c_{b} \in \mathbb{N}$ and given some strict total order $\prec$ on $\mathcal{L}$ ，if $a \prec b$ then always $c_{a}<c_{b}$ ．If this property is not preserved then canonical forms may be equal when they should not be， or be different when the original graphs were the same．However，note that this property is fairly trivial to preserve if internally labels are already being represented by some numerical identifier．For the colour classes not directly associated with edge labels we can use any order we want as long as it is consistent．Within this thesis project we will follow the following order：

1）The first colour class always represents the source node．
2）If the target node is different from the source node the second colour class always represents the target node．If the target node is equal to the source node then there is no colour class specifically for the target node and the first colour class represents both the source and target node．
3）Any nodes representing a former edge label $l \in \mathcal{L}$ ．
4）If there are any vertices without a vertex label they are assigned to the last colour class．
Note that this means that to compare graphs to the example in Figure 3．18 we would always need to use the class order $s \prec t \prec(a \prec b \prec c) \prec-$ ．

## 3．4．2．3 Canonical Relabelling

Now that the complete nauty input has been constructed we can use nauty to compute a canonical relabelling of the graph．This canonical relabelling is a mapping from the current vertex identifiers to a new vertex identifier for each vertex．Applying this relabelling gives every vertex in the graph a canonical vertex identifier resulting in a canonically labelled graph．For example，for the graph in Figure 3.18 nauty gives the output in Listing 3.1.

Listing 3．1：Graph relabelling output from nauty．
$[2,3,5,7,4,6,1,0]$

This output array should be seen as a mapping function that should be read as follows．The vertex at position $i$ in the array formerly had the identifier at that position in the array．For example，for the first index the output states that the vertex that should now be labelled with 0 was formerly labelled with 2 ．This leads to the remapping shown in Equation 3．13，where the left hand side denotes the old identifier of a vertex and the right hand side the new identifier．

$$
\begin{align*}
& 0 \rightarrow 7 \\
& 1 \rightarrow 6 \\
& 2 \rightarrow 0 \\
& 3 \rightarrow 1 \\
& 4 \rightarrow 4  \tag{3.13}\\
& 5 \rightarrow 2 \\
& 6 \rightarrow 5 \\
& 7 \rightarrow 3
\end{align*}
$$

Applying this mapping to the running example graph we get the graph shown in Figure 3．19．


Figure 3．19：Running example after being canonically relabelled．

## 3．4．2．4 Required Metadata

Having computed the canonically labelled graph with nauty we now have all the information required to con－ struct a complete canonical form．This section will be used to give a complete overview of all the information we need to encode，methods to encode the information will be discussed in Section 3．4．3．

1）Graph：The structure of the created canonically labelled graph has to be encoded．This comes down to encoding the adjacencies of all vertices in some way，for example using an adjacency list representation of the graph．

2）Labels：We need to encode which vertices represent certain labels from $\mathcal{L}$ ．
3）Source：We need to encode which vertex is the source vertex．
4）Target：We need to encode which vertex is the target vertex．
5）Unlabelled：We need to encode which vertices have no label．
Note that some information could be encoded implicitly．For example，unlabelled vertices can uniquely be determined if the complete set of vertices and the set of labelled vertices are known．

## 3．4．3 Representation of a Canonical Form

Now that all the components required for a canonical form have been laid out in Section 3．4．2．4 the next step is to design a convenient method to encode all the information．It is important to note that there is no real correct or wrong answer to this question．However，we can strive for specific goals when designing an encoding． Since the index will need to store a lot of cores，the main goal we will optimise for is compactness．Nevertheless， we will first start by presenting a convenient human readable encoding in Section 3．4．3．1 that is more suitable for debugging．Note that the main thing to pay attention to when designing an encoding is the reversibility of the encoding．When the original information can be recovered unambiguously from the encoded representation， the encoding is suitable for our use case．However，note that it is fine if decoding requires us to supplement information that never changes．
Before discussing the designed formats in Section 3．4．3．1 and 3．4．3．2 we will first discuss two optimisations that are used by both formats．Both optimisations make use of explicitly specified information to implicitly define other information．Next both optimisations will be discussed in more detail：

1）Unlabelled Vertices：The first optimisation is rather straight forward．Since we already need to include information in the canonical representation about which vertices have which labels，there is no need to also include which vertices have no label．This optimisation does rely on the fact that vertex identifiers are sequential and start from 0 and that we know how many vertices are in the graph．Note that we know the number of vertices because we need to encode graph adjacencies．

2）Labelled Vertices：After canonically relabelling a graph，note that all vertices with a specific label have sequential identifiers．This means that instead of listing each vertex we only need to store the start and end of the range．Moreover，since all label sequence ranges are sequential we can get away with only storing how many vertices have a given label．Note that we can only do this because there are also no gaps in the vertex identifiers．Furthermore，note that this optimisation does not conflict with the first optimisation since we can still uniquely reconstruct the identifiers of vertices with a specific label．

## 3．4．3．1 Human Readable

In this section we will introduce a relatively simple encoding of a canonical form that is primarily useful for debugging due to being human readable．The core idea is to essentially just list everything directly with the only optimisations being the ones mentioned in Section 3．4．3．Firstly，the source and target vertex are listed． Secondly，all the numerical identifiers for each label prefixed by＇ l ＇are listed together with the total number of vertices with that label in the graph．Finally，the adjacencies of the graph are listed where the identifier of the source vertex is prefixed by＇e＇and all the target vertices are listed as the value．An example of this encoding for the running example graph from Figure 3.15 in Section 3.4 .2 is given in Listing 3.2

Listing 3．2：Human readable canonical form example．


Note that there are a number of places where order is extremely important in this encoding．First of all，labels should always be listed in the order that is consistent with the order that was chosen in Section 3．4．2．2 Secondly， the adjacencies for each vertex need to be sorted，this is important to make sure that we can compare canonical forms by checking equality．

## 3．4．3．2 Binary Format

Having introduced a readable format in Section 3．4．3．1，the goal of this section is to work towards a representation that is as compact as possible．As a metric of compactness we will use either bytes or bits and for concrete comparisons we will use the same example graph from Section 3．4．3．1．To set a baseline we will first compute how many bytes were used by the human readable representation．Note that the canonical string for the example in Listing 3.2 is 79 characters long，assuming the use of UTF－8 this equates to 79 bytes or 632 bits．Moreover，note that storing numbers in string form is extremely inefficient．However，also note that the form values readability， hence some possible optimisations were not performed．
The goal of this section is to propose an alternative binary format，such that we can store numbers more efficiently．At its core this format will still encode the same information as the human readable format．The most notable addition is the addition of a field at the start indicating the total number of vertices．This field may seem redundant，and in fact it currently is．However，this field will be important for some of the optimisations in the latter part of this section．The format of the encoding is shown in Table 3.7

Table 3．7：Binary canonical representation format．

| Canonical Form |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Vertices | Source | Target | Labels |  |  | Edges |  |  |  |
|  |  |  | $n$ | Label |  | Vertex |  |  | $\ldots$ |
|  |  |  |  | $l_{i d}$ | $n$ | $n$ | $v_{i d}$ | $\ldots$ |  |

In this table the dots $(\cdots)$ indicate that the previous cell can be repeated 0 or more times．We will explain all the fields in detail next：

1）Vertices：This is the total number of vertices in the graph．Given the nature of how vertex identifiers are assigned，this number tells us exactly what the identifiers are for all vertices in the graph．

2）Source：This is the vertex identifier of the source vertex．
3）Target：This is the vertex identifier of the target vertex．
4）Labels：This segment stores all information related to labels．
－$n$ ：This number indicates how many labels there are in the graph and thus also how many labels are about to follow in the encoding．
－Label $\left(l_{i d}, n\right)$ ：Each label is stored as two numbers，the first representing the numerical identifier of the label $l_{i d}$ and the second indicating the number of vertices in the graph with the label $n$ ．
5）Edges：This segment stores the graph by storing all information related to vertex adjacencies，information is present for every vertex in order of vertex identifier．Note that it is important to sort the vertices．
－Vertex $\left(n, v_{i d}, \ldots\right)$ ：For each source vertex the identifiers $v_{i d}$ of the vertices this vertex has an edge to are stored．The total number of out going edges is indicated by $n$ ．
Following this specification we can represent the information for the example graph from Figure 3.15 in Section 3.4 .2 as shown in Listing 3．3．Note that there is a difference in how labels and adjacencies are encoded．For labels we choose to omit any labels not present in the graph，while we list all vertices，even those without out going edges．This distinction was made because a query graph may not use all labels，but because it is a $C P Q$ most of its vertices will have edges．

Listing 3．3：Numerical canonical form example．

| 8 | ${ }^{0}$ | 1 | 3 | ${ }_{\square}$ | $\stackrel{2}{4}$ | 1 |  | $\stackrel{L}{2}^{2}$ | 1 | $\stackrel{2}{\square}$ | 2 |  | 1 | $6$ | 1 | $7$ | 1 | $1$ | $1$ |  | 1 | $5$ | 1 | $4$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| v | s | t | n | 1 | n | 1 | n | 1 | n | n | e | n | n | e | n | e | n | e | n | e | n | e | n |  |
|  |  |  |  | 10 |  | 11 |  | 12 |  | v0 |  | v1 | v2 |  | v3 |  | v4 |  | v5 |  | v6 |  | v7 |  |
|  |  |  |  | ls |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |

Computing the storage requirement for this canonical from is rather straightforward，the representation consists of 26 integers．Assuming the most common method of storage using 32 bit integers，this leads to 104 bytes of storage or 832 bits．Note that this is worse than the human readable canonical form．However，note that 32 bits is way more than we strictly require，hence significant reductions in storage space are still possible．To achieve these reductions we first need to determine realistic bounds on the sizes of all the numbers we want to store．After doing this we can propose a proper variable length encoding for the canonical form．For this，note that all numbers fall in one of two categories：

1）Firstly，we have numbers that are somehow related to the size of the vertex set $\mathcal{V}$ of the canonical graph． This category includes the vertex set size，any number representing the identifier of a vertex，and any number representing a quantity of vertices．Since all vertex identifiers are less than $|\mathcal{V}|$ we know that $\log _{2}(|\mathcal{V}|)$ bits will always suffice to store a vertex identifier or vertex quantity．
2）Secondly，we have numbers that are somehow related to the size of the label set $\mathcal{L}$ of the database graph． This category includes the label count and the numbers representing label identifiers．Similar to the vertex set case，we know that $\log _{2}(|\mathcal{L}|)$ bits will always suffice to store label information．
Using this information we can divide the fields from the canonical representation in Table 3.7 into two cate－ gories：
－Vertex Bound：Vertices，Source，Target，Labels．Label．n，Edges．Vertex．n，Edges．Vertex．$v_{i d}$ ．
－Label Bound：Labels．n，Labels．Label．$l_{i d}$ ．
The next step then comes down to deciding how the size information for these two categories will be provided． For this thesis project it was decided to use a scheme where a configurable but otherwise fixed number of bits is allocated to each of these categories．This approach makes the most sense for the label set，but does require that the label set of the graph is not extended at runtime．Optionally some extra space could be allocated to accommodate a limited amount of growth．

Bounding the vertices in this way is slightly more complicated．While possible，it does not make sense to use the total number of vertices in the graph as a bound．The majority of input queries，especially when restricted to a specific $C P Q$ diameter，will not have a query graph vertex count that is of a similar magnitude to the number of vertices in the entire database graph．Moreover，it is likely that the number of vertices in the database graph changes at runtime．Hence the solution that will be used in this thesis project is to encode the number of bits to use for vertices in the＇Vertices＇field of the canonical form．We will arbitrarily allocate a fixed number of bits to encode the vertices field and then using this field compute how many bits are used to encode other vertex bound fields in the canonical representation．Even if we decide to allocate a lot of bits for the＇Vertices＇field this method would still only require us to pay that price once for each computed canonical form．Furthermore， it is likely that a good bound can be found after analysing executed database queries for a period of time．

Using this variable length encoding scheme we can revisit the canonical form example in Listing 3．3．For this example we will allocate 5 bits to labels，allowing up to $2^{5}=32$ graph labels and 10 bits to vertices，allowing up to $2^{10}=1024$ vertices in a single canonically labelled graph．For the example these bounds are clearly over
provisioned．Going over the example canonical form，we find 21 vertex bound fields and 4 label bound fields． Since the encoded vertex count is 8 ，this means the variable width for vertex bound fields is $\left\lceil\log _{2}(8)\right\rceil=3$ bits． In total this means we need $10+4 \cdot 5+21 \cdot 3=93$ bits or 11.625 bytes．In practise we will simply pad with 0 bits until the nearest full byte giving 12 bytes in total．However，it is clear that this variable width encoding is far more efficient that the other two methods we have discussed and thus this is also the method that will be used in the $C P Q$－native Index．The complete binary canonical form for the running example from Figure 3.15 in Section 3．4．2 is shown in Listing 3．4．

Listing 3．4：Binary canonical form example．
$\begin{array}{llllll}00000010 & 00000001 & 00011000 & 00010000 & 01001000 & 10001010 \\ 01001100 & 00011100 & 01111001 & 00100100 & 10011010 & 01100000\end{array}$

Note that this format is perhaps not the most convenient to use in writing or debugging．Hence，under certain circumstances it can be beneficial to encode the bits as Base64 42．Doing so would give the canonical form as AgEYEEiKTBx5JJpg．

## 3．5 Summary

In this chapter we have presented the foundations for the $C P Q$ cores that will be used as keys in the $C P Q$－ native Index．The two main topics that were discussed in this chapter were the computation of $C P Q$ cores and computing canonical representations of $C P Q$ cores that are suitable for use in a graph database index． In pursuit of these goals we have introduced the notion of a query homomorphism，developed a new tree decomposition algorithm，modified an existing homomorphism test to support query homomorphism，formalised the definition of a $C P Q$ core，shown an intuitive method to compute $C P Q$ cores，developed a novel algorithm for core computation，and developed a method for computing and representing canonical forms of cores．Together all these components present an answer to the first sub－question posed in Section 1.2 of how we can efficiently compute a $C P Q_{k}$ core．Building on these concepts we will next introduce the $C P Q$－native Index in Chapter 4.

## The $C P Q$－native Index

第四章

In this chapter we will introduce the complete design for the $C P Q$－native Index．The goal of the index is to partition all paths in the graph by the $C P Q$ cores that match them．Using this approach we can then immediately look up for any given $C P Q$ core which paths it matches，without having to evaluate the $C P Q$ core as a query on the graph．The topics that will be discussed in this chapter make heavy use of the $C P Q$ core theory introduced in Chapter 3 and the language－aware indexing paper［65］．Note in particular that this paper already solved the partitioning problem by using $k$－path－bisimulation．Also recall that we formally introduced the definition of $k$－path－bisimulation in Section 2.2 .5 Essentially our challenge with the $C P Q$－native Index is augmenting the approach presented in the paper with the required logic to compute $C P Q$ cores for each partition block．

During this chapter we will make use of a simple running example graph given in Figure 4．1 This graph represents all the vertices and connections that are present in the database and we will show how to compute a $C P Q$－native Index for it．In order to compute the index，we will first show in Section 4.1 how to use the definition of $k$－path－bisimulation from Section 2.2 .5 to compute the $k$－path－bisimulation partitioning of the running example graph．Using the computed partitioning we will then show how to compute the $C P Q$ cores associated with each partition block of the index in Section 4.2 Note that incidentally the database graph in Figure 4.1 is also structured like a valid $C P Q$ ，for example，the query graph for $a \cap(a \circ b)$ has the same structure． However，it is not a requirement for index construction that the database graph is itself structured like a valid $C P Q$ ．


Figure 4．1：Running example database graph for index construction．

## 4．1 Graph Partitioning

Partitioning a graph using $k$－path－bisimulation is an incremental process where blocks are continually refined into smaller blocks for a larger value of $k$ ．Note that this refinement procedure is based on paths of length $k$ and follows the definition of $k$－path－bisimulation，recall from Section 2.2 .5 that this means that no $C P Q_{k}$ can distinguish the paths within a block．The refinement of these blocks can then happen following the third rule for $k$－path－bisimilarity，which extends paths by another path to reach length $k$ ．Note that due to the structure of paths，it does not matter how we build a longer path．For example，extending $a b$ with $c$ results in the exact same path as extending $a$ with $b c$ ，both giving $a b c$ ．This means that the definition for $k$－path－bisimulation is more permissive than we need in this case．The language－aware index 65 takes advantage of this fact and always extends a path of length $k-1$ with a path of length 1 to reach length $k$ ．More concretely，this means that we start by computing the 1－path－bisimulation partitioning of the graph and we then further refine this partitioning for the 2－path－bisimulation partitioning．Similarly，the 3－path－bisimulation partitioning is computed from the 2－path－bisimulation partitioning by extending paths by one additional label．Larger values of $k$ are computed in a similar fashion．

While the strategy outlined above works perfectly for a path based index，it falls short for a $C P Q$－native Index． Note that the core assumption for this strategy relies on the fact that we can always construct blocks for length $k$ from a block for length $k-1$ and a block for length 1 ．However，for the $C P Q$－native Index we do not only want to compute paths，we also want to compute cores，and unfortunately this assumption does not hold for $C P Q$ s．For example，if we want to construct the diameter four $C P Q((a \circ a) \cap(b \circ b)) \circ((c \circ c) \cap(d \circ d))$ ，we cannot do this by joining a diameter three and a diameter one $C P Q$ ．The only way to construct this $C P Q$ using a join
is by combining a diameter two $C P Q$ with another diameter two $C P Q$ ．This suggests that for the index we need to consider any combination of blocks from previous layers，unlike the path based reference work．However， note that this does not affect the created partitioning，we are not changing the definition of $k$－path－bisimulation based partitioning．We are only computing some extra information that was not required for the path based language－aware index．However，note that we are increasing the runtime of the partitioning procedure．Recall from Section 2．1．5 that the partitioning procedure originally took polynomial time for the language－aware index ［65］．As we will show in Section 4．1．2，we will be adding a factor $k$ to the runtime complexity．

## 4．1．1 Partitioning for 1－path－bisimulation

Partitioning a graph based on 1－path－bisimulation means partitioning the graph based on all paths of length 1．From the definition of $k$－path－bisimulation introduced in Section 2．2．5 this means that only the first two conditions apply．More specifically，this means that essentially all paths are partitioned by their label and whether or not they are a self loop．Note that including reverse edges，there are only six pairs in the example graph from Figure 4.1 corresponding to all length one paths，namely $(0,1),(0,2),(1,0),(1,2),(2,0)$ and $(2,1)$ ． Also note that there may be pairs in the graph that are not connected at length one．If present，these paths will simply not appear in the partitioning until a sufficiently large value of $k$ is used．Technically these paths exist together in an index block representing paths that are not connected at length one．Later refinements for larger values of $k$ can split off new blocks from this block when pairs do become connected．Note that we do not explicitly store a block containing unconnected pairs as this would unnecessarily use up a lot of storage． Instead we find newly connected paths by combining existing blocks as we will discuss in Section 4．1．2，

To construct the 1－path－bisimulation partitioning，the first step is to list all the paths in the graph that exist at length one．This information can easily be derived from edges in the graph，with each edge contributing two paths．Note that some paths may be found more than once using this method，care should be taken to remove duplicate paths．The next step is then to label each found path with the labels that appear between the source and target node on all edges that connect these vertices．The result of doing this for the running example graph from Figure 4.1 can be found in Table 4.1 Note that for the example graph each pair only has one label，in practice there could be more than one label for a given path．

Table 4．1：All paths and their labels for $k=1$ ．

| Path | Labels |
| :---: | :--- |
| $(0,1)$ | $a$ |
| $(0,2)$ | $a$ |
| $(1,0)$ | $a^{-}$ |
| $(2,0)$ | $a^{-}$ |
| $(1,2)$ | $b$ |
| $(2,1)$ | $b^{-}$ |

After compiling all the paths and their labels the next step is to sort by label and loop status，such that paths with identical labels and cyclic properties are listed next to each other．More explicitly，when sorting we first compare the labels，then the loop status，then the source vertex of the path，and finally the target vertex of the path．Any total ordering for the labels would work，in this thesis we will use a lexicographical order where inverted labels are placed directly after their regular counterpart．Applying this ordering to the data in Table 4.1 gives the sorted data in Table 4.2 Consecutive paths with the same labels and loop status are then assigned to the same block．Note that there are no self loops in the example graph，so only the labels matter．

Table 4．2：All paths and their labels sorted and with block identifier for $k=1$ ．

| Block | Paths | Labels |
| :---: | :---: | :--- |
| 1 | $(0,1)$ <br> $(0,2)$ | $a$ |
|  | $(1,0)$ <br> $(2,0)$ | $a^{-}$ |
| $a^{-}$ |  |  |
| 3 | $(1,2)$ | $b$ |
| 4 | $(2,1)$ | $b^{-}$ |

Using this data we can visualise the index for $k=1$ as shown in Figure 4.2


Figure 4．2：The first layer of the index partitioning．

## 4．1．2 Partitioning for $k$－path－bisimulation

Now that we have built a set of initial blocks for length one，the next step is to use these to incrementally build blocks for larger values of $k$ ．Note that following the last condition in the definition for $k$－path－bisimulation in Section 2．2．5 we need to combine all possible combinations of blocks for a shorter length to form a block for length $k$ ．As mentioned in Section 4．1 the path based index could avoid computing all combinations．However， for a $C P Q$－native Index we need all this information later for core computation，which will be explained in Section 4．2．Note that the number of combinations that sum to a given value increases linearly，for $k$ up to 9 all the required combinations are shown in Equation 4．1 In general，the combinations can be quantified using $\left\{(i, j) \mid k=i+j \wedge i, j \in \mathbb{N}^{+}\right\}$，observe that this can easily be implemented in practice using a simple loop with $i \in\{1, \ldots, k-1\}$ and $j=k-i$ ．Also note that this means that we are adding an extra factor $k$ to the runtime complexity，which was originally already polynomial as mentioned in Section 2．1．5

$$
\begin{align*}
& k=1:- \\
& k=2: 1 \circ 1 \\
& k=3: 1 \circ 2,2 \circ 1 \\
& k=4: 1 \circ 3,2 \circ 2,3 \circ 1 \\
& k=5: 1 \circ 4,2 \circ 3,3 \circ 2,4 \circ 1  \tag{4.1}\\
& k=6: 1 \circ 5,2 \circ 4,3 \circ 3,4 \circ 2,5 \circ 1 \\
& k=7: 1 \circ 6,2 \circ 5,3 \circ 4,4 \circ 3,5 \circ 2,6 \circ 1 \\
& k=8: 1 \circ 7,2 \circ 6,3 \circ 5,4 \circ 4,5 \circ 3,6 \circ 2,7 \circ 1 \\
& k=9: 1 \circ 8,2 \circ 7,3 \circ 6,4 \circ 5,5 \circ 4,6 \circ 3,7 \circ 2,8 \circ 1
\end{align*}
$$

It is important to note that＇ 0 ＇is not commutative in Equation 4．1 this stems from the fact that we will be using the $C P Q$ join operation＇$o$＇to combine $C P Q$ s for blocks later，which is not a commutative operation．For a more intuitive understanding of the given equations，the equations in Equation 4.1 should be interpreted as follows：
－For $k=1$ ，there is no need to combine blocks，this layer is computed as described in Section 4．1．1．
－For $k=2$ ，the only way to make a block for length 2 is to combine two blocks for length 1 ．
－Starting with $k=3$ ，we need more than one combination of blocks from previous layers to form the next layer．Also note here that $1 \circ 2$ and $2 \circ 1$ do not encode the same information．For example，the diameter three $C P Q a \circ((b \circ b) \cap(c \circ c))$ ，can only be constructed using a join by joining the diameter one $C P Q a$ with the diameter two $C P Q(b \circ b) \cap(c \circ c)$ ．
Having explained the fundamentals，we will next explain how to compute a new layer of blocks．It is worth noting that while the general process resembles the approach to computing 1－path－bisimulation，there are some important differences．Similar to before we will again list all the paths in the graph that exist at length two， namely $(0,0),(0,1),(0,2),(1,0),(1,1),(1,2),(2,0),(2,1)$ and $(2,2)$ ．Note that all possible pairs are reachable at length two in the example graph，so the block containing unreachable pairs no longer exists and will instead be fully refined into blocks containing reachable pairs．Next we will also attach an ancestor to each path，this ancestor represents the previous layer block a path was in．Pairs that were not connected before do not have an ancestor．Strictly speaking their ancestor would be the block containing unconnected pairs，but we do not consider this block as no label sequences match the paths in this block，meaning it has no relevant information for query evaluation．Finally，we will list for each path which blocks the paths came from that were combined to form it．For example，in the example graph the path $(0,1)$ was constructed by extending the path $(0,2)$ from block 1 with the path $(2,1)$ from block 4 ．Note that the ancestor is essentially a compact representation of these combinations summarising previous layers without needing to repeat them explicitly．For the example graph Table 4.3 tabulates all the paths with their ancestor，combinations and labels．

Table 4．3：All paths with their ancestor and combinations for $k=2$ ．

| Path | Ancestor | Combinations | Labels |
| :---: | :---: | :--- | :--- |
| $(0,0)$ | - | $1 \circ 2$ | $a a^{-}$ |
| $(0,1)$ | 1 | $1 \circ 4$ | $a, a b^{-}$ |
| $(0,2)$ | 1 | $1 \circ 3$ | $a, a b$ |
| $(1,0)$ | 2 | $3 \circ 2$ | $a^{-}, b a^{-}$ |
| $(1,1)$ | - | $2 \circ 1,3 \circ 4$ | $a^{-} a, b b^{-}$ |
| $(1,2)$ | 3 | $2 \circ 1$ | $b, a^{-} a$ |
| $(2,0)$ | 2 | $4 \circ 2$ | $a^{-}, b^{-} a^{-}$ |
| $(2,1)$ | 4 | $2 \circ 1$ | $b^{-}, a^{-} a$ |
| $(2,2)$ | - | $2 \circ 1,4 \circ 3$ | $a^{-} a, b^{-} b$ |

Note that the label sequences can be derived directly from the combined blocks and the ancestor block．However， the label sequences do not need to be computed at all for the $C P Q$－native Index and are only listed to highlight how the path－based index computes them．After attaching all this extra information to the paths the next step is again to sort all the paths，such that $k$－path－bisimilar paths are listed sequentially．When sorting the following properties should be compared：

1）Ancestor
2）Combinations
3）Loop Status
4）Path Source Vertex
5）Path Target Vertex
The exact order used to compare these properties does not matter，we only need paths with identical properties to be listed sequentially．However，the listed order is used by the reference implementation for this thesis and some comparisons are more expensive than others．For example，since combinations are most likely to differ， but also the most expensive to compare，we use a hash value computed from the combinations for comparison first before comparing the actual combinations．If such an optimisation is not employed，then comparing combinations last is a more performant option．However，note that comparing a property that is likely to differ first is beneficial for sorting performance．

After sorting we then obtain the order shown in Table 4.4 Sequential paths with the same combinations and loop status are assigned the same block identifier．Note that for the example graph none of the paths are equivalent under 2－path－bisimulation，so each block only consists of a single path．

Table 4．4：All paths sorted and with block identifier for $k=2$ ．

| Block | Path | Ancestor | Combinations | Labels |
| :---: | :---: | :---: | :--- | :--- |
| 5 | $(0,0)$ | - | $1 \circ 2$ | $a a^{-}$ |
| 6 | $(0,2)$ | 1 | $1 \circ 3$ | $a, a b$ |
| 7 | $(0,1)$ | 1 | $1 \circ 4$ | $a, a b^{-}$ |
| 8 | $(1,2)$ | 3 | $2 \circ 1$ | $b, a^{-} a$ |
| 9 | $(2,1)$ | 4 | $2 \circ 1$ | $b^{-}, a^{-} a$ |
| 10 | $(1,0)$ | 2 | $3 \circ 2$ | $a^{-}, b a^{-}$ |
| 11 | $(2,0)$ | 2 | $4 \circ 2$ | $a^{-}, b^{-} a^{-}$ |
| 12 | $(1,1)$ | - | $2 \circ 1,3 \circ 4$ | $a^{-} a, b b^{-}$ |
| 13 | $(2,2)$ | - | $2 \circ 1,4 \circ 3$ | $a^{-} a, b^{-} b$ |

Using this data we can visualise the index for $k=2$ as shown in Figure 4．3．Note that the blocks for $k=1$ are only shown for extra clarity，they are not actually required in the constructed index．The arrows are used to indicate ancestor relationships between blocks．These arrows point from an ancestor block to all the blocks that were refined from it．Note that it is possible for blocks to be refined without splitting into multiple blocks．


Figure 4．3：The fully constructed index for $k=2$ ．
From this figure it is clear that the construction of the index blocks happens in three ways：
1）Some blocks are just copied from a previous layer，possibly with added longer label sequences．
2）Some blocks appear to be completely new，these represent paths that were not connected before un－ der a lower value of $k$ ．Thus technically these blocks represent refinements of the block containing all unconnected paths and the pairs in them first became connected for the current value of $k$ ．

3）Some blocks from the previous layer are split into multiple blocks in the new layer，with each block receiving some of the paths in the original block．This happens when paths cannot be distinguished by any query in $C P Q_{k-1}$ ，but can be distinguished by a query in $C P Q_{k}$ ．Blocks created in this fashion are also why index partitioning is called a refinement procedure．

## 4．2 Mapping Cores to Blocks

After graph partitioning we now have a partitioning of all paths in the graph of length at most $k$ ．Each partition block contains pairs with the source and target of each stored path and in addition we stored the length one label sequences that map to a partition．For blocks that are refinements of a block in a previous layer，we also store a reference to this ancestor block．The next step is to compute cores for all the blocks layer by layer，for which we will closely follow the definition of a $C P Q$ and compute candidate cores．All of the candidate cores we will be computing are $C P Q$ s that are potentially a core for a block．We will compute a canonical core for these candidate $C P Q$ s following the theory discussed in Chapter 3 and save them if they are newly found cores． Computation of these candidates is done in a number of stages，which we will discuss in more detail in Sections $4.2 .1,4.2 .2,4.2 .3,4.2 .4$ and 4.2 .5 After all cores have been computed we will show how to fully complete the index in Section 4.3

## 4．2．1 Inherited Cores

Starting with inherited cores，for some blocks there are cores that do not need to be computed at all．These are all the cores that map to the ancestor for a block if the block has an ancestor．Trivially，if these cores matched the paths before，then they still do．Reusing these cores also means we do not need to compute these lower diameter cores again．For a block we will denote the potentially empty set of inherited cores with $\mathcal{C}_{\text {inherit }}$ ．

## 4．2．2 First Layer Cores

The first layer of the index is the only layer that was not constructed by combining blocks that already existed． In other words，this layer can be viewed as the base case for index construction．However，computing the initial set of cores for this layer is fortunately trivial．Note that all the label sequences for a block are valid $C P Q \mathrm{~s}$ ． While we will not make use of this fact for higher values of $k$ ，we will compute the initial cores for the first layer from the labels．This initial set effectively corresponds to all paths of length one and we will denote it with $\mathcal{C}_{\text {label }}$ ．However，there may be other cores that map to a block in the first layer of the index．These remaining cores would be generated either via the identity or intersection operation and will be covered in Section 4．2．4 and 4．2．5 Note that the join operation can never appear in a block for $k=1$ as joining two cores by definition
generally results in a larger diameter．However，there is one exception to this rule in the form of a join with identity．For example，the $C P Q a \circ i d$ contains a join operation that does not result in an increased diameter． Note though that this $C P Q$ is structurally identical to the $C P Q a$ ．Essentially，a join with identity is an action that does nothing，making it an irrelevant case we do not need to consider．As soon as both sides involved in a join have at least one edge label operation the diameter will increase，meaning such a core will never appear in the first layer．
Incidentally，note that since each block in the first layer of the example graph index contains only one label and none of the blocks contain looping paths，the label conversion cores are the only cores relevant for this layer． This means that the entire example graph index for $k=1$ can be visualised as shown in Figure 4．4．

| Block 1 |  |
| :--- | :--- |
| $(0,1)$  <br> $(0,2)$ paths <br> $a$ labels <br> $a$ cores${ }^{2}$ |  |


| Block 3 |  |
| :--- | ---: |
| $(1,2)$ | paths |
| $b$ | labels |
| $b$ | cores |


| Block 4 |  |
| :--- | ---: |
| $(2,1)$ | paths |
| $b^{-}$ | labels |
| $b^{-}$ | cores |


| Block 2 |  |
| :--- | :--- |
| $(1,0)$ paths <br> $(2,0)$ labels <br> $a^{-}$ cores <br> $a^{-}$ ${ }^{2}$ |  |

Figure 4．4：The first layer of the $C P Q$－native Index with cores．
It is also worth noting that in rare cases first layer blocks do not stay only at the first layer．As mentioned at the end of Section 4．1．2，new blocks are either copied，completely new or split．When a block is copied it often has new label sequences added to it of a longer length，but in some cases no longer label sequences map to a block．These blocks will therefore appear in higher layers of the index without ancestor and without block combinations．During core computation these blocks should therefore be treated as first layer blocks，this also means the join cores that will be covered in Section 4．2．3 do not apply to them．
Finally，we will strengthen our claim that the label sequences make up the initial set of cores by proving that all distinct sequences are a unique core．Note that this fact means that we can completely skip core computation for these core candidates．Also note that this proof is slightly stronger than what we need for the approach we are using，since we only have label sequences of length one．
Theorem 8．Every distinct label sequence is a unique CPQ core（no label sequences share the same core）．
Proof．We will start by proving that the core of any label sequence $C P Q$ is in fact that label sequence itself． For this first recall from Section 3.2 that a $C P Q$ core is a $C P Q$ query graph from which no more edges can be removed without making the graph no longer query homomorphic to itself．Note that by definition there is only a single unique path from source to target in a label sequence．This means that removing any edge will disconnect the graph and break any query homomorphism．Thus，the query graph has to be a $C P Q$ core．
For the uniqueness property，note that the $C P Q$ for the label sequence is essentially a chain of vertices where each linking edge is uniquely determined by one of the labels in the label sequence．Naturally，this is obviously the case for different labels，but an inverted label will result in a different edge direction．Both of these cases therefore lead to a different unique core．

## 4．2．3 Join Cores

Similar to how converted label sequences formed the initial set of cores for the first layer of the index，cores constructed with the join operation essentially form the basis for most blocks with $k>2$ ．Recall from Section 4．1．2 that higher layer blocks have a set of combinations of blocks that were used to construct the stored paths． We will make use of this set of combinations $\mathcal{B}_{\text {combinations }}$ to compute all the join cores for a block．The general approach is to simply for each combination of blocks join all cores in the first block with all cores in the second block，but note that the block order is important here．The general approach for computing this set of cores is then shown in Equation 4.2

$$
\begin{equation*}
\mathcal{C}_{\text {join }}=\left\{q_{1} \circ q_{2} \mid q_{1} \in A \wedge q_{2} \in B \wedge(A, B) \in \mathcal{B}_{\text {combinations }}\right\} \tag{4.2}
\end{equation*}
$$

Note that by definition all the cores created in this way are of at most diameter $k$ ．This is due to the fact that the diameters for the blocks in each pair sum to exactly $k$ ．However，cores with a diameter less than $k$ can still be generated as not all the cores in a block have the same diameter as the block．Ideally，we would like to prove again that all the core candidates generated in this way are already cores．Unfortunately，while this claim might appear to be true，it does not always hold up．

Theorem 9．The join of two CPQ cores is itself not always a CPQ core．
Proof．We can easily prove this statement by giving a counter example where the join result is not a core． Consider the $C P Q$ core $a \cap i d$ ，computing the join of this $C P Q$ with itself we get $(a \cap i d) \circ(a \cap i d)$ ．Note that this is not a core as the self loop $a$ is repeated twice on the same vertex．The actual core of this graph would be $a \cap i d$ ．

The main problem with cores generated from joins is that the identity operation presents a problem．Note that we can generally think of the join operation as extending a path with another path．However，the diameter of the identity operation is zero，and here we run into a similar problem to the case discussed in Section 4.2 .2 The diameter of a $C P Q$ only gives information on the longest path through a $C P Q$ ．However，shorter paths through a $C P Q$ can also exist and the case where the length of the shortest path is zero due to the identity operation leads to a problem for joins where，since not all paths are extended，they may be duplicated instead． Unfortunately，this means that we cannot simply assume join cores to be actual cores，meaning we need to validate them by computing their actual core before before adding them to the index．Note that there is a way to mitigate the effect to some extent．If the first core has no loops on its target vertex and the second core has no loops on its source vertex，we can safely join them to create a new core．
Theorem 10．The join of two CPQ cores is itself a CPQ core if the first core has no loops on its target vertex and the second core has no loops on its source vertex．

Proof．First note that joining any two $C P Q$ cores will result in a $C P Q$ that has a larger diameter than either of the two original $C P Q$ s．The only exception is joining a $C P Q$ with identity．However，since joining a $C P Q$ with identity changes nothing about the $C P Q$ and given that the $C P Q$ was originally a core，the result is still a core．Going back to the more common case，increasing the diameter of the $C P Q$ means that there are now paths from source to target that do not exist in either of the original two cores．Thus it remains to show that there are no paths that are duplicated and thus would be removable．Intuitively，the first core in the join is essentially a collection prefixes for paths and the second core a collection suffixes．Furthermore，since the two $C P Q$ s being joined are cores，these prefixes and suffixes are also all unique．It then remains to prove that none of these prefixes or suffixes can be removed in the newly created $C P Q$ ．This follows from the fact that any path has to go through the single node that the two $C P Q$ s were joined at．Essentially，all paths start at the source， then visit the join node，and finally go to the target node．One thing that could clearly lead to issues here is if there were loops on this join node，which is why we explicitly excluded cases like this．

Assuming that we can remove some part of one of the prefixes，this means that there are now fewer paths leading to the join node．However，this is problematic，if the removed structure is covered by a different prefix path，then we need to conclude that the first core was not actually a core．However，if it was not covered，then we now have fewer paths from source to target，which means that the assumption that we could remove this part was false，leading to a contradiction．A similar argument can be made for the case where we assume we can remove some part of one of the suffixes instead．

Thus we conclude that the join of these two $C P Q$ s has to be a core itself．
It is worth noting that we did not end up implementing this optimisation in the reference index as computing join cores does not take a lot of time compared to intersection cores，as will be discussed in more detail in Section 4．2．4．

## 4．2．4 Intersection Cores

Intersection cores are the main contributor to the total core count in the $C P Q$－native Index．Note that up to this point we have essentially been computing $C P Q_{s}$ mostly consisting of a single main path．Trivially，if we take two of these paths and intersect them，then we obtain a new $C P Q$ that also matches the pairs in the same block．This follows directly from the fact that all the $C P Q_{\mathrm{s}}$ for a block match all the path pairs stored at that block．Unfortunately，this also means that the intersection of any subset of the cores we have computed so far is a potential core candidate for the index block．Assuming we have computed $n$ cores so far，this means we need to compute another $2^{n}$ ，instantly bringing the runtime of the entire computation to at least exponential．
Next we will cover how to compute the cores with top level intersections for a block．Before covering this it is worth mentioning a special case we have if the block we are computing has an ancestor．Any cores in the set of inherited cores have already been processed by this algorithm，hence it is not required to intersect cores from this set with each other again．This means that when computing intersection cores at most one inherited core is allowed to participate in a new intersection．Following this we can define the set of intersection cores as shown in Equation 4.3

$$
\begin{align*}
\mathcal{C}_{\text {intersect }} & =\left\{q_{1} \cap \cdots \cap q_{n} \mid\left\{q_{1}, \ldots, q_{n}\right\} \subseteq\left(\mathcal{C}_{\text {label }} \cup \mathcal{C}_{\text {join }}\right) \wedge n \geq 2\right\} \\
& \cup\left\{q_{0} \cap q_{1} \cap \cdots \cap q_{n} \mid q_{0} \in \mathcal{C}_{\text {inherit }} \wedge\left\{q_{1}, \ldots, q_{n}\right\} \subseteq\left(\mathcal{C}_{\text {label }} \cup \mathcal{C}_{\text {join }}\right)\right\} \tag{4.3}
\end{align*}
$$

Recall that so far we have constructed three different sets of cores，each possibly being empty．These sets being： the set of cores directly inherited from the ancestor block $\mathcal{C}_{\text {inherited }}$ ，the set of cores directly computed from edge labels $\mathcal{C}_{\text {label }}$ ，and the set of join cores $\mathcal{C}_{\text {join }}$ ．Note that $\mathcal{C}_{\text {label }}$ and $\mathcal{C}_{\text {join }}$ are mutually exclusive，exactly one of these two sets is empty．Using this extra information we will further explain the construction of $\mathcal{C}_{\text {intersect }}$ ．Note that the construction of intersection cores is split across two main branches，one where exactly one inherited core is used in each intersection，and another branch where no inherited cores are used．Besides this，both branches compute the intersection of all subsets of the union of the label and join core sets，note that order does not matter when computing intersections．

Given the number of core candidates that are generated by this computation we would ideally like to prove that at least they are all actual cores．Unfortunately，this statement is false as we will show next．

Theorem 11．The intersection of two distinct CPQ cores is not always a CPQ core itself．
Proof．This statement can be easily proved by giving a counter example．For example，consider the $C P Q$ cores $a \circ b$ and $a \circ(a \cap b)$ ．Note that the intersection of both $C P Q \mathrm{~s}$ is $(a \circ b) \cap(a \circ(a \cap b))$ ，which is trivially not a core as the path $a \circ b$ is present twice．This means that the core of this $C P Q$ is instead $a \circ(a \cap b)$ ．Therefore， by contradiction the core of two distinct $C P Q$ cores is not necessarily a core itself．

Clearly this provides a convincing argument that we cannot simply assume the intersection of two $C P Q$ cores to be a core itself．However，it is worth investigating why this proof failed．Note that in the given counter example one of the cores is a subgraph of the other core．Clearly this means that any structure present in this core was already present in the other graph．This suggests that the proof may work if we exclude these cases． However，this is unfortunately not true．

Theorem 12．The intersection of two CPQ cores that are not a subgraph of each other is not always a CPQ core．

Proof．Similar to the previous proof we can again easily prove this statement with a counter example．Consider the $C P Q$ core $\left(\left(a^{-} \circ a\right) \cap\left(b^{-} \circ b\right)\right) \circ b^{-}$，if we intersect this core with the $C P Q$ core $b^{-}$，the entire $C P Q$ collapses down to $\left(\left(a^{-} \circ a\right) \cap i d\right) \circ b^{-}$to form the new core．Thus again，by contradiction，even if the $C P Q$ cores being intersected are not a subgraph of each other，the result does not need to be a $C P Q$ core．

This failed proof leads to one of the main problems surrounding getting a better runtime for intersection cores． Note that the reason this proof failed is because the source and target designation are not true labels．While a query homomorphism requires the source and target to be mapping to the source and target respectively，the opposite is not true．Note that a regular homomorphism is stricter on this front as it does not allow vertices with a different label to be mapped to each other in any direction．Intuitively，it is easy to think of a $C P Q$ as a collection of paths from the source node to the target node．This view is not entirely wrong，but it ignores the fact that some paths may visit the source or target node multiple times on their way from source to target．This in turn means that when adding a new intersecting path to a core，some existing paths may be able to go back past the source to reuse part of this structure before continuing to the target as intended．We have dubbed this problem＇backflow＇and it is a major source of unwanted core candidates in the $C P Q$－native Index．Note that we are effectively shortening paths when reusing structure from newly added intersections．However，this also means that these shorter paths are valid existing paths，which in turn means we are already computing them directly via a different route．Therefore，not being able to treat the source and target nodes as true fix points results in a lot of superfluous cores being computed．In fact，note that if the source and target were true fix points，the proof would have worked．Unfortunately，we are currently not aware of any good strategies to avoid this problem，making this problem part of the future work discussed in Section 6．1．9．This in turn means that we cannot assume intersection cores to be true cores and therefore have to always compute their core before adding them to the index．

However，this does not mean that we cannot make use of at least some of the discovered information to improve the performance of intersection core computation．As noted，we know for a fact that the intersection of a core with a core that is a subgraph of that core，results in a $C P Q$ that is never a core．Given the exponential nature of the intersection computation approach it is beneficial to at least prevent these $C P Q \mathrm{~s}$ from being considered as core candidates．Fortunately，this is relatively easy to do，since we want to detect if one query graph is a subgraph of another query graph we only need to perform a regular query homomorphism test in both directions．

Note that there will never be a query homomorphism in both directions as that would imply that the $C P Q$ s are query homomorphically equivalent，and all the cores computed so far are unique cores．Finally，we simply disallow any subsets with a pair of these one－way homomorphic cores．
To close off this Section，note that Theorem 11 and 12 leave open a second counter example that is not relevant to this section．Since we are ignoring $C P Q \mathrm{~s}$ with top level intersections in this section，we did not consider these as counter examples for the proof．However，note that the intersection of the cores $a \cap b$ and $a \cap c$ results in $(a \cap b) \cap(a \cap c)$ ，which is trivially not a core as $a$ is listed twice．

## 4．2．5 Identity Cores

The final set of cores to compute are those cores involving identity．Note that this step is only required if the block we are computing cores for actually stores paths that are loops．If a block does not store looping paths， then it can never have a top level intersection with identity．Actually computing identity cores is relatively straightforward，the general equation for this procedure is shown in Equation 4.4

$$
\begin{equation*}
\mathcal{C}_{\text {identity }}=\left\{q \cap i d \mid q \in\left(\mathcal{C}_{\text {join }} \cup \mathcal{C}_{\text {label }} \cup \mathcal{C}_{\text {intersect }}\right)\right\} \tag{4.4}
\end{equation*}
$$

Essentially，we are taking all the cores we have computed and adding their intersection with identity as a potential core candidate．Note that we ignore inherited cores here，as they have already been intersected with identity in their original block．Next we will again show that these core candidates are unfortunately not always cores．

Theorem 13．The intersection of a CPQ core and identity is not always a core．
Proof．We will prove this by contradiction．Consider the $C P Q$ core $a \cap a^{-}$，this is a relatively common pattern where the same edge is present between two nodes in both directions．However，this also means that these edges can only be distinguished due to the source and target node being two distinct vertices．Adding an intersection with identity results in $\left(a \cap a^{-}\right) \cap i d$ ，which is essentially the same graph，except the source and target vertex have been merged into the same vertex．This makes it so there are two $a$ loops on this vertex，while the core of this vertex would only have one．

Essentially，this means that cores that have the same structure after the source and target vertex are swapped are not cores after being intersected with identity．In general，intersecting a core with identity has a reasonably high chance to result in a $C P Q$ that is no longer a core．As such，also in this case we always need to compute the core explicitly before adding the result to the index．

Finally，there is one potential optimisation that was not implemented．Note that some of the inherited cores will already have been intersected with identity．This also means that all the cores these cores were intersected with during the intersection step from Section 4.2 .4 will be loops already．Thus intersecting these cores with identity could be skipped．The primary reason this optimisation was not implemented is because not all blocks have identity cores，so other optimisations were prioritised．

## 4．3 Completing the Index

Having introduced all the different types of cores that need to be computed，we can now put together a visualisation of the complete $C P Q$－native Index for the example graph with cores．This visualisation is shown in Figure 4.5 and again also includes the index data for $k=1$ for more clarity，note that this figure is essentially an augmented version of Figure 4.3 The arrows again indicate the ancestor relationship between nodes，with ancestor blocks pointing to the blocks that were refined from it．Note that all shown cores are actually stored as the canonical binary forms covered in Section 3．4．3．2．Since this format is not human readable，we instead use a single representative $C P Q$ from the query homomorphic equivalence class instead．


Figure 4．5：The fully constructed $C P Q$－native Index with cores．
Although this visual representation of the index works well for illustrative purposes，it is not the form of the index the computer will work with．To fully complete the index we will construct two maps：

1）The first map $\mathcal{I}_{c 2 b}$ maps from canonical $C P Q$ core to a set of block identifiers．Recall that the original language－aware index［65］used label sequences as the search key．Thus，this map is a replacement for the map from label sequences to block identifiers used in the language－aware index，since the $C P Q$－native Index uses canonical cores as search keys instead．
2）The second map $\mathcal{I}_{b 2 p}$ maps from block identifier to a set of stored paths．This map is identical to the other map used in the language－aware index，since we are still partitioning all the paths in the graph by $k$－path－bisimulation．

Together these two maps from the $C P Q$－native Index．Both maps can be derived from the visual representation of the index in Figure 4.5 with relative ease，the first map $\mathcal{I}_{c 2 b}$ from cores to blocks is shown in Equation 4.5 Note that for clarity plain $C P Q$ s are again used as the keys instead of their binary canonical form．

$$
\begin{align*}
a & \mapsto\{6,7\} \\
a \circ a^{-} & \mapsto\{5\} \\
a \circ b & \mapsto\{6\} \\
a \circ b^{-} & \mapsto\{7\} \\
a \cap(a \circ b) & \mapsto\{6\} \\
a \cap\left(a \circ b^{-}\right) & \mapsto\{7\} \\
a^{-} & \mapsto\{10,11\} \\
a^{-} \cap\left(b \circ a^{-}\right) & \mapsto\{10\} \\
a^{-} \cap\left(b^{-} \circ a^{-}\right) & \mapsto\{11\} \\
a^{-} \circ & a
\end{align*}>\{8,9,12,13\},
$$

Also note that this representation serves as a form of compression for the cores stored in the index．The original index as a collection of distinct blocks in Figure 4.5 contains 32 cores，while the map shown in Equation 4.5 only contains 26 entries．This compression effect is more significant for larger graphs as cores are more likely to be shared between more blocks．The second map from blocks to paths $\mathcal{I}_{b 2 p}$ is shown in Equation 4.6 Note that this map is relatively simple as each block only contains a single path

$$
\begin{align*}
5 & \mapsto\{(0,0)\} \\
6 & \mapsto\{(0,2)\} \\
7 & \mapsto\{(0,1)\} \\
8 & \mapsto\{(1,2)\} \\
9 & \mapsto\{(2,1)\}  \tag{4.6}\\
10 & \mapsto\{(1,0)\} \\
11 & \mapsto\{(2,0)\} \\
12 & \mapsto\{(1,1)\} \\
13 & \mapsto\{(2,2)\}
\end{align*}
$$

Finally，we will briefly comment on the correctness of the completed index in terms of its completeness．Our focus here is on collecting all of the arguments presented throughout Section 4.2 in one place．The main question of interest here is if there are any cores that are missing from the completed index．Trivially，and perhaps surprisingly，the answer here is yes．The core for only identity id is intentionally missing from the completed index．Note that if present it would have had to be stored as a core for block 5， 12 and 13 in Figure 4．5．Instead，we deliberately chose to exclude this core from the index to prevent it from participating in the
join step discussed in Section 4.2 .3 any more than it already does．This because，as mentioned，joining any $C P Q$ with identity does nothing，so this is just wasted computation time．To a lesser extent it would also affect the optimisation for the intersections step in Section 4．2．4 as the identity $C P Q$ is a subgraph of any $C P Q$ and therefore also query homomorphic to any $C P Q$ ，resulting in more wasted computation time．This also means that including the identity $C P Q$ would not negate the need for the identity step discussed in Section 4.2 .5 Therefore，given its problems we instead chose to handle the identity query separately，as will be discussed in Section 4．4．Note that it could have been integrated in the current computation flow，we simply did not choose this option．Going back to our original completeness question，this means we need to slightly alter our statement to exclude this case．

Theorem 14．The presented core computation steps correctly compute all $C P Q_{k}$ cores for a graph except for ＇id＇．

Proof．Note that the correctness of our approach essentially stems from the fact that we are closely following every available construction step in the $C P Q$ grammar introduced Equation 2.1 in Section 2.2 .2 during core computation．

Starting with our base case．In the case that our initial set of cores is just all edges with a specific label we can technically refer to the language－aware indexing paper［65］for correctness．However，note that this special case is really just a search for all edges with some label．Trivially，if we collect all edges with some label we have all edges with this label．

The first regular step of the computation procedure is the computation of join cores．The goal of this step is to compute all members of $C P Q_{k}$ that map to a certain block with a diameter of exactly $k$ and no top level intersections．However，note that this step actually also generates a number of other core candidates we do not really need，though this does not affect correctness．Note that the correctness of the core goal of this step essentially stems from the approach in the original language－aware indexing paper 65 ．Instead of directly computing new label sequences when combining blocks，we save these combinations for later．Moreover，we save combinations of blocks of any length that together sum to $k$ ．Under the assumption that these blocks correctly have all their cores computed，this means that the join of all the cores in these blocks does generate all cores of length $k$ without top level intersections．If we assume that two $C P Q$ cores do exist that can be combined to form a new core，then this raises the question of why the respective blocks for these cores were not combined．Note that this again stems from the correctness of the partitioning approach based on $k$－path－bisimulation，which is discussed in more detail in the original papers on this topic 65，24，25．

Moving on to intersections，note that the core goal when computing intersection cores is computing all top level intersections of any number of members in $C P Q_{k}$ that have a diameter of exactly $k$ ．The only real factor in the correctness of this step is the assumption that the cores computed so far are the complete set of all $C P Q_{k}$ cores without top level intersections，which follows from the rest of this proof．

Finally，the identity cores．This step is similarly very straightforward as we are essentially just adding an intersection with identity to any core we computed．If any cores with an intersection with identity were missed this would imply that the rest of the procedure is incorrect．
These arguments combined with existing proofs in the literature confirm that we have computed all cores， though as noted，we are computing more cores than strictly necessary．

Next we will briefly touch on the algorithmic complexity of index construction．Note that partitioning the graph according to $k$－path－bisimulating is essentially unchanged from the language－aware indexing paper 65］． As mentioned，we only add a factor $k$ to the runtime，this means this part of the runtime remains polynomial． For the core computation，note that as mentioned in Section 4．2．4 the runtime is dominated by the intersection cores step．From this step we know that an exponential number of core candidates has to be computed．We also know that the canonical core computation performed for each of these candidates takes polynomial time ［26］．However，this fact is less relevant given that the exponential number of cores already makes it so the final runtime is exponential．Nevertheless，it is worth noting that this runtime is in the number of cores present in a single block．Exactly how many cores end up in a specific block depends on the exact input graph and as we will see in Chapter 5 this distribution is highly uneven．

## 4．4 Querying the Index

Having finally constructed the entire $C P Q$－native Index，we are now at the point where we can use it to answer queries．All the constructs required for this process have already been introduced in Section 4.3 specifically the maps $\mathcal{I}_{c 2 b}$ and $\mathcal{I}_{b 2 p}$ and their example graph realisations in Equations 4.5 and 4.6 respectively．Using these structures we will show how to run the query $a^{-} \circ a$ on the example graph from Figure 4．1．However，before covering the regular querying process，we will show how to handle the query of just identity．

As mentioned in Section 4.3 the core of the identity query was intentionally excluded from the index．The best way to handle this query depends on the exact deployment of the index．Note that this query effectively just selects all the vertices in the graph．As such，the most intuitive solution is to simply let the existing infrastructure of the graph database handle this query instead，as it is likely that a graph database has some efficient mechanism for fetching all vertices in the graph．There is no easy way for the $C P Q$－native Index to store this information without building exactly such an index itself，which would generally most likely be redundant． The current reference implementation employs a slightly lacking implementation that does not use up extra storage，but does sometimes miss results due to this．The solution used by the current index implementation is to simply scan all blocks for blocks containing only looping paths，these paths are then all returned as the answer． Note that this solution is lacking because it requires that vertices have edges attached to them．Moreover，this technique only starts to work well for an index with at least $k=2$ ，since it is likely that many vertices do not have a path of length one leading to them．Note that at length two any vertex with at least one edge will be found as the query that follows this edge and then follows it back again will match the vertex．At this point， the only vertices that will be missed are vertices without any edges．Although as mentioned it would be easy to just keep a list of all vertices in the graph，this would often be redundant and identity is not a query we expect to see often in practice either．Thus for the current implementation this alternative was adopted．
Next we will discuss the more general and interesting case for most queries．Essentially，the general flow when evaluating a query $q \in C P Q$ is to perform the following steps：

1）Check if $\operatorname{dia}(q)>k$ ，we cannot answer queries with a diameter larger than what the index was constructed for．These queries will be rejected by the index and should be processed differently by the database or broken down into smaller queries as discussed in Section 6．1．3
2）Check if $\operatorname{dia}(q)=0$ ，this means the query is $i d$ ，as mentioned this query has some form of special handling．
3）Compute the query graph $\mathcal{G}_{q}$ of $q$ using the functions $f_{q 2 g r a p h}$ and $f_{\text {merge }}$ introduced in Section 2.2 .3 ．
4）Compute the core of $\mathcal{G}_{q}$ using the algorithms and techniques discussed in Section 3.2 or Section 3.3
5）Compute the binary canonical representation of the core using the methodology discussed in Section 3.4
6）Look up the relevant block identifiers using the canonical core in $\mathcal{I}_{c 2 b}$ ．
7）Retrieve the relevant paths using the block identifiers from $\mathcal{I}_{b 2 p}$ ．
8）Combine all the retrieved paths into a single set and return them as the evaluation result．
Most of these steps are relatively straightforward and have already been covered extensively in different parts of this thesis．Thus we will focus on the last three steps to reiterate some important facts in order to explain why this approach is correct．Recall from Section 4．1 that the graph was partitioned into disjoint equivalence classes where paths within the same block cannot be distinguished by any $C P Q_{k}$ ．In other words，when evaluating a query either all or no paths in a block need to be returned．This also explains why we can safely combine the paths in all the returned blocks，as no paths are shared between these blocks since the blocks are all disjoint，so there will be no overlap in the collected paths．Finally，we give a formal characterisation of the query evaluation process as $f_{\text {eval }}$ in Equation 4.7

$$
\begin{align*}
\mathcal{G}_{q} & =f_{\text {merge }}\left(f_{q 2 g r a p h}\left(q, v_{s}, v_{t},\left(\left\{v_{s}, v_{t}\right\}, \emptyset, \mathcal{L}, v_{s}, v_{t}, \emptyset\right)\right)\right) \\
f_{\text {eval }}(q) & =\bigcup_{B \in \mathcal{I}_{c 2 b}\left(\operatorname{canon}\left(\operatorname{core}\left(\mathcal{G}_{q}\right)\right)\right)}\left(\bigcup_{b \in B} \mathcal{I}_{b 2 p}(b)\right) \tag{4.7}
\end{align*}
$$

Next we will show a concrete example by evaluating the $C P Q a^{-} \circ a$ on the example graph from Figure 4.1 For this we will again act as if our index keys are plain $C P Q$ s instead of binary canonical forms．First we will evaluate $\mathcal{I}_{c 2 b}$ ，recall that this map is listed in Equation 4.5 in Section 4．3 The result of this evaluation is shown in Equation 4.8

$$
\begin{equation*}
\mathcal{I}_{c 2 b}\left(a^{-} \circ a\right)=\{8,9,12,13\} \tag{4.8}
\end{equation*}
$$

Next we will evaluate $\mathcal{I}_{b 2 c}$ for each of the retrieved blocks，recall that this map is listed in Equation 4.6 in Section 4．3．The result of each of these retrievals is shown in Equation 4.9

$$
\begin{align*}
\mathcal{I}_{b 2 p}(8) & =\{(1,2)\} \\
\mathcal{I}_{b 2 p}(9) & =\{(2,1)\} \\
\mathcal{I}_{b 2 p}(12) & =\{(1,1)\}  \tag{4.9}\\
\mathcal{I}_{b 2 p}(13) & =\{(2,2)\}
\end{align*}
$$

Finally，we combine these results to form the complete answer to the original query as shown in Equation 4.10

$$
\begin{equation*}
f_{\text {eval }}\left(a^{-} \circ a\right)=\{(1,2)\} \cup\{(2,1)\} \cup\{(1,1)\} \cup\{(2,2)\}=\{(1,2),(2,1),(1,1),(2,2)\} \tag{4.10}
\end{equation*}
$$

## 4．5 Limiting Intersections

As already briefly discussed，most of the memory and time required to construct the index is used by the intersection cores introduced in Section 4．2．4．While it could reasonably be expected that a user may want to query for the intersection of two interesting $C P Q \mathrm{~s}$ ，it is unlikely that a user would be querying the intersection of $7000 C P Q$ s very frequently，if at all．Currently，the index stores any intersection of any number of cores．If there is no chance that these cores will actually ever be used，then it makes more sense to exclude them from the index． Note that this is effectively a small step towards an interest－aware $C P Q$－native Index where the user decides which cores are worth storing．Limiting the number of cores by limiting intersections is also extremely effective at reducing the time and memory required to construct an index for a graph．Consequently，introducing a limit like this makes it possible to compute a $C P Q$－native Index for larger datasets，further expanding its applicability to various use cases．Next we will shows how to introduce such a limit into the existing procedure．
Essentially，the idea is to limit the subsets step from Section 4.2 .4 to allow at most a predefined number of intersections $i$ ．Following this we can update the original computation from Equation 4.3 to the new version shown in Equation 4．11．

$$
\begin{align*}
\mathcal{C}_{\text {intersect }} & =\left\{q_{1} \cap \cdots \cap q_{n} \mid\left\{q_{1}, \ldots, q_{n}\right\} \subseteq\left(\mathcal{C}_{\text {label }} \cup \mathcal{C}_{\text {join }}\right) \wedge n \geq 2 \wedge n \leq i\right\} \\
& \cup\left\{q_{0} \cap q_{1} \cap \cdots \cap q_{n} \mid q_{0} \in \mathcal{C}_{\text {inherit }} \wedge\left\{q_{1}, \ldots, q_{n}\right\} \subseteq\left(\mathcal{C}_{\text {label }} \cup \mathcal{C}_{\text {join }}\right) \wedge n<i\right\} \tag{4.11}
\end{align*}
$$

Note that enforcing the limit in this way means that we do not count a potential intersection with identity towards the limit，this decision is intentional as in graph form intersecting with identity does not actually increase the number of paths between source and target．

## 4．6 Summary

In this chapter we have presented all the logic required to construct a $C P Q$－native Index for a graph．The presented construction is split up into two main parts．The first part is a slightly modified version of the $k$－path－bisimulation based partitioning logic from the original language－aware index 65］，and in the second part we have introduced numerous novel techniques required to use $C P Q s$ as the keys to the partition blocks created in the first part．Using these techniques we have also successfully answered our second sub－question from Section 1.2 on how to associate cores with index blocks．Finally，we have also discussed how to evaluate queries using the fully constructed index and how to support a limited form of interest awareness．Next we will evaluate the performance of the presented index in Chapter 5

## Performance Evaluation

Now that the $C P Q$－native Index has fully been introduced，we will investigate its performance on actual datasets． In this chapter we will first look at the performance of the $C P Q$ core computation algorithm in Section 5.1 After the core algorithm we will investigate the performance of the complete index in Section 5．2 For the performance evaluation we will make use of the＇Garuda＇server from Osaka University．This is a HPE ProLiant DL385 Gen10 Plus server running Ubuntu Linux 18．04 LTS with 2048GB of DDR4 RAM and two AMD EPYC 7542 CPUs with each 32 cores for 64 cores total，each running at between 2.9 GHz and 3.4 GHz ．The Java version used for all tests was Eclipse Temurin Java 17 LTS［21］．

## 5．1 Core Computation

Since a major part of Chapter 3 focusses on designing and optimising the core computation algorithm we will briefly discuss the performance of this algorithm before discussing the performance of the index．Recall that we designed two algorithms for $C P Q$ core computation，one naive algorithm in Section 3.2 and one efficient algorithm in Section 3．3 In this section we will compare the average performance of both algorithms against each other on datasets containing random $C P Q$ query graphs of varying sizes．For this comparison we will be using gMark at commit ee76a39e［38］for the naive core algorithm and gMark version 1.2 ［37］for the improved algorithm．In order to properly make use of all the cores available in our server we will multi－thread the core computations．

## 5．1．1 Datasets

The datasets we will be using to evaluate the core algorithms each consist of 1024 random $C P Q$ query graphs． These datasets were all generated by running the $C P Q$ query graph construction procedure from Section 2．2．3 on random $C P Q$ s generated by the plain $C P Q$ generation algorithm developed during the CPQ Keys project ［35］．Although this $C P Q$ generation algorithm can be found in Algorithm 1 in Section 2．5．1 of the original report，it has also been included in this thesis as Appendix A The size of these datasets is determined by the rules parameter of the algorithm and the name of the dataset matches the value for the rules parameter that was used to generate it．All of the datasets were generated by gMark version 1.2 ［37］with 1234 as the random seed．An overview of the average size of the graphs in each dataset with standard deviation is given in Table 5．1．The sizes from this table are also plotted in Figure 5.1 with error bars indicating the standard deviation． This plot reveals linear graph size scaling and relatively little variation in graph size within each dataset．

Table 5．1：Overview of dataset sizes．

| Dataset | Graphs | Vertices | Edges |
| :---: | :---: | :---: | :---: |
| 4 | 1024 | $3.51 \pm 1.34$ | $4.18 \pm 0.87$ |
| 8 | 1024 | $5.07 \pm 1.80$ | $7.38 \pm 1.39$ |
| 16 | 1024 | $8.21 \pm 2.50$ | $13.71 \pm 2.25$ |
| 32 | 1024 | $14.53 \pm 3.66$ | $25.98 \pm 3.81$ |
| 64 | 1024 | $27.09 \pm 4.77$ | $50.57 \pm 5.60$ |
| 128 | 1024 | $52.56 \pm 6.83$ | $99.07 \pm 8.81$ |
| 256 | 1024 | $103.11 \pm 10.03$ | $195.04 \pm 13.31$ |
| 512 | 1024 | $203.96 \pm 14.02$ | $385.34 \pm 20.20$ |



Figure 5．1：Dataset size scaling．

## 5．1．2 Core Computation Performance

After running both core computation algorithms on the datasets，we obtain the results in Table 5.2 The naive algorithm did not finish the last dataset within the allotted time．For each algorithm the fastest and slowest core computation time was recorded，as well as the average core computation time together with the standard deviation．Note that the standard deviation is extremely large，in particular for the naive algorithm．The difference between the minimum and maximum core computation time for each algorithm further highlights the extreme variance．However，it is worth noting that the runtime variation for the improved algorithm is significantly lower than that of the naive algorithm．Nevertheless，as can be seen for dataset 64 and 512 ，the improved algorithm still has large outliers．Unfortunately，the presence of outliers like this is to be expected given the quadratic and exponential nature of some parts of the algorithm．In fact，the variance appears to be lower than expected，meaning the filtering operations are generally able to keep the size of the intermediate results in check．

Table 5．2：Runtimes for both core computation algorithms on the test datasets．

| Dataset | Improved Algorithm |  |  | Naive Algorithm |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Min | Max | Average | Min | Max | Average |
| 4 | $68 \mu \mathrm{~s}$ | 13 ms | $2 \mathrm{~ms} \pm 2 \mathrm{~ms}$ | $11 \mu \mathrm{~s}$ | 37 ms | $3 \mathrm{~ms} \pm 4 \mathrm{~ms}$ |
| 8 | 209 ¢ | 28 ms | $4 \mathrm{~ms} \pm 3 \mathrm{~ms}$ | $6 \mu \mathrm{~s}$ | 468 ms | $30 \mathrm{~ms} \pm 55 \mathrm{~ms}$ |
| 16 | $282 \mu \mathrm{~s}$ | 49 ms | $8 \mathrm{~ms} \pm 4 \mathrm{~ms}$ | $114 \mu \mathrm{~s}$ | 91 ms | $9 \mathrm{~ms} \pm 15 \mathrm{~ms}$ |
| 32 | 826 us | 55 ms | $9 \mathrm{~ms} \pm 6 \mathrm{~ms}$ | 417 ss | 546 ms | $47 \mathrm{~ms} \pm 57 \mathrm{~ms}$ |
| 64 | 524 us | 157 ms | $14 \mathrm{~ms} \pm 27 \mathrm{~ms}$ | 8 ms | 10 s | $918 \mathrm{~ms} \pm 1 \mathrm{~s}$ |
| 128 | 3 ms | 43 ms | $13 \mathrm{~ms} \pm 6 \mathrm{~ms}$ | 451 ms | 4 min 40 s | $38 \mathrm{~s} \pm 35 \mathrm{~s}$ |
| 256 | 3 ms | 43 ms | $13 \mathrm{~ms} \pm 6 \mathrm{~ms}$ | 48 s | 2h 8 min 24 s | $28 \mathrm{~min} 12 \mathrm{~s} \pm 20 \mathrm{~min} 3 \mathrm{~s}$ |
| 512 | 223 ms | 31 min 54 s | $4 \mathrm{~s} \pm 1 \mathrm{~min} 11 \mathrm{~s}$ | － | － | － |

The results from Table 5.2 have also been visualised in Figure 5．2．The solid lines in this plot represent the average runtime，while the shaded regions show the area between the minimum and maximum runtime． Note that we do not use the standard deviation to show variation in runtime as it is too large to give useful information，resulting in negative lower bounds for a number of data points．Although hard to say for sure， both plots show remarkably linear runtime scaling for large sections，though the runtime for both algorithms ultimately appears to have at least a quadratic trend，presumably caused by outliers．However，note that even though both plots appear close，there is still a large difference in actual runtime due to the double log scale used in this plot．
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Figure 5．2：Runtime scaling for both $C P Q$ core computation algorithms．
To conclude，it is clear that the improved algorithm is several orders of magnitude faster than the naive algorithm．Moreover，on average the improved algorithm is also faster for small graphs even though it has to track more data．However，it is worth noting that on specific small graph cases the naive algorithm can be
faster．Nevertheless，the improved algorithm is the clear victor for $C P Q$ core computation．Finally，it is worth noting that there may be a certain bias in the results presented here．As noted in Chapter 3 the homomorphism test is not strictly limited to query homomorphism，meaning it could be employed to compute different types of graph cores．Since the dataset is composed entirely of $C P Q$ query graphs，we do not know if the structure of these graphs potentially favours the improved algorithm．For our use case this is irrelevant，but if the algorithm is used in a more general setting additional tests should be conducted．

## 5．2 Index Computation

Next we will investigate the performance of $C P Q$－native Index itself．For this we will first briefly look at the partitioning performance in Section 5.2 .2 and then discuss the performance of the core computation in more detail in Section 5．2．3．All of the collected data was obtained by using gMark version $1.2[37]$ and version $1.0[36]$ of the $C P Q$－native Index．Note that the implementation of the $C P Q$－native Index distributes core computation by index block．This means that cores for multiple blocks can be computed at the same time by different CPU cores．However，it is not possible for multiple CPU cores to work together on the same index block．

## 5．2．1 Datasets

We will start by introducing the graph datasets we will be using to evaluate the Index．Five of the datasets we will use are the same as the datasets used in the language－aware indexing paper［65］，these datasets are：＇Robots＇ ［69，67］，＇Advogato＇45］，＇BioGrid＇69，8］，＇ego－Facebook＇66，65］，and＇Epinions＇45，59］．The last dataset called＇Example＇is an extremely small graph which we will use to run our tests that do not limit intersections， this dataset will be discussed in more detail in Section 5．2．1．1 All the datasets and their sizes are tabulated in Table 5.3 the sizes of the graphs are also plotted in Figure 5.3 Note that two of the datasets were augmented with synthetic edge labels for the language－aware index paper，as these graphs were originally unlabelled．

Table 5．3：Overview of dataset sizes．

| Dataset | Vertices | Edges | Labels | Real |
| :--- | ---: | ---: | :---: | :---: |
| Example | 14 | 27 | 2 | Yes |
| Robots | 1484 | 2960 | 4 | Yes |
| ego－Facebook | 4039 | 88234 | 8 | No |
| Advogato | 5417 | 51327 | 4 | Yes |
| BioGrid | 64332 | 862277 | 7 | Yes |
| Epinions | 131828 | 840799 | 8 | No |

Dataset Size


Figure 5．3：Dataset size comparison．

Note that the number of labels and edges for each dataset are halved compared to the language－aware indexing paper．This is due to the fact that we can natively deal with reverse edges and thus do not need to consider forward and backward edges as separate constructs．This means that we did not need to introduce new distinct labels to act as inverted labels and consequently also did not need to duplicate all edges to add a reverse variant．Finally，note that the datasets are currently sorted based on vertex count．However，some of the datasets actually have more edges than the datasets after them in this order．

## 5．2．1．1 Example Graph

As mentioned in Section 5．2．1，we will make use of an extremely small graph for testing the index without intersection limit．This graph was modelled after a small social media network and is a relabelled but structurally identical version of the example graph given in Figure 1 of the language－aware indexing paper 65］．The entire graph is visualised in Figure 5.4


Figure 5．4：The example graph dataset．

## 5．2．2 Partitioning

Although we will include some results here on the time it takes to construct the partition blocks for the index， it should be stressed that there is very little meaningful information in this data．The implementation for the original language－aware index 65］has a number of optimisations for partitioning that were not implemented in the reference implementation for this thesis as optimising core computation was given priority．Although we do need to track more information for core computation，meaning a higher runtime is expected，it is likely that these optimisations could significantly improve the current runtimes presented in this section．Moreover，the partition blocks we are computing here save additional information required to compute cores later on．This means that the index size numbers are significantly inflated and in some cases even larger than the indices with cores we will compute in Section 5．2．3．Nevertheless，in Table 5.4 we list for the various datasets from Section 5．2．1 and varying diameters $k$ ，the time required to partition the paths according to $k$－path－bisimulation， the time required to combine $k$－path－bisimilation paths into blocks，and the saved index size．Note that the total edge count of a graph appears to have a larger impact on the partitioning time than the total vertex count．

Table 5．4：Overview of index graph partitioning times．

| Dataset | $k$ | Partitioning | Block Construction | Saved Size |
| :--- | :--- | ---: | ---: | ---: |
| Example | 1 | 605 ms | 460 ms | 613 B |
| Example | 2 | 888 ms | 352 ms | 2.9 KiB |
| Example | 3 | 1 s | 319 ms | 16.1 KiB |
| Example | 4 | 1 s | 217 ms | 45.0 KiB |
| Example | 5 | 2 s | 238 ms | 93.7 KiB |
| Example | 6 | 2 s | 511 ms | 163.6 KiB |
| Example | 7 | 3 s | 238 ms | 255.1 KiB |
| Example | 8 | 3 s | 249 ms | 368.3 KiB |
| Robots | 2 | 691 ms | 115 ms | 1.9 MiB |
| Robots | 3 | 1 min 7 s | 973 ms | 21.7 MiB |
| ego－Facebook | 2 | 19 min 27 s | 3 s | 111.0 MiB |
| Advogato | 2 | 2 min 56 s | 1 s | 56.7 MiB |
| BioGrid | 2 | 27 h 41 min 40 s | 1 min 4 s | 1.3 GiB |
| Epinions | 2 | 19 h 1 min 35 s | 2 min 6 s | 2.6 GiB |

## 5．2．3 Cores

Having constructed several base indices without cores in Section 5．2．2 we will now attempt to compute cores for the indices．Recall that we have two main parameters we can vary when computing cores．The first parameter $k$ is related to partitioning and controls the diameter of the index．Consequently，we will never be able to compute $C P Q$ cores of a diameter larger than $k$ ．The second parameter $i$ controls the maximum number of intersections and was introduced in Section 4．5 By varying both of these parameters several $C P Q$－native indices with cores were computed，and the computation times and other statistics are shown in Table 5.5

Table 5．5：Overview of index core computation times．

| Dataset | $k$ | $i$ | Cores | Mapping | Total Cores | Unique Cores | Saved Size |
| :--- | ---: | :--- | ---: | ---: | ---: | ---: | ---: |
| Example | 1 | $\infty$ | 1 s | 293 ms | 4 | 4 | 555 B |
| Example | 2 | $\infty$ | 1 s | 484 ms | 100 | 42 | 2.5 KiB |
| Example | 3 | $\infty$ | 18 min 41 s | 3 s | 8092559 | 2787169 | 351.7 MiB |
| Robots | 2 | 2 | 2 s | 319 ms | 191536 | 16110 | 2.6 MiB |
| Robots | 2 | 4 | 42 s | 1 s | 2874994 | 1549353 | 64.2 MiB |
| Robots | 2 | 8 | 25 h 33 min 57 s | 9 min 6 s | 1165832385 | 1049965927 | 65.6 GiB |
| Robots | 3 | 1 | 7 s | 650 ms | 1419926 | 1095 | 12.6 MiB |
| ego－Facebook | 2 | 2 | 2 min 14 s | 31 s | 147882110 | 32010 | 591.4 MiB |
| ego－Facebook | 2 | 3 | 21 min 32 s | 28 min 1 s | 1949847997 | 2239420 | 7.3 GiB |
| Advogato | 2 | 2 | 45 s | 9 s | 35595437 | 126080 | 170.4 MiB |
| Advogato | 2 | 4 | 27 min 9 s | 24 min 32 s | 1581466667 | 203922146 | 13.2 GiB |
| BioGrid | 2 | 2 | 21 min 20 s | 10 min 51 s | 1284712626 | 1875817 | 5.5 GiB |
| Epinions | 2 | 2 | 1 h 59 min 21 s | 1 h 45 min 38 s | 7056863666 | 12439681 | 27.9 GiB |

Next we will briefly introduce each of the columns in this table：
1）Dataset：The graph dataset from Section 5．2．1 the index was constructed for
2）$k$ ：The $C P Q$ diameter as introduced in Section 2.2 .2 ．
3）$i$ ：The maximum number of intersections as described in Section 4.5
4）Cores：The total time it took to compute all $C P Q$ cores，this is the procedure described in Section 4.2
5）Mapping：The total time it took to construct the map from $C P Q$ cores to index blocks，this is the procedure described in Section 4.3
6）Total Cores：The total number of real cores computed for the index，this is the sum of the cores in each block．Note that this total does not include computed candidates that were determined to be duplicates of cores that were already computed and also does not include candidates that were found to not be actual cores．
7）Unique Cores：The total number of unique cores in the constructed index，this is the number of keys in the final map．
8）Saved Size：Size of the index when saved to disk，note that the index will require more memory when loaded in RAM．

In addition to the runs recorded in Table 5．5 the following runs were attempted but aborted due to running into memory or time limits：

1）＇Example＇with $k=4$ and no intersection limit．
2）＇Biogrid＇with $k=2$ and max intersections 3 ．
3）＇ego－Facebook＇with $k=2$ and max intersections 4 ．
4）＇Robots＇with $k=3$ and max intersections 2 ．
Note that this already implies that creating an index for a larger diameter or with a large intersection limit appears infeasible．However，as we will cover in Section 5．3 this may not present a usability issue．Moreover， the interest unaware version of the language－aware index was also not constructed for a value larger than $k=2$ in the original paper 65］．In fact，it is worth noting that computing cores with an intersection limit of 2 is frequently faster than computing the partitions．This suggests that at least some level of native $C P Q$ handling can be supported without significant computation overhead when memory is not a major concern．In Sections 5.2 .3 .1 5．2．3．3 and 5．2．3．2 we will try to develop a better understanding of the core computation process．

## 5．2．3．1 General Runtime Scaling

Although we have limited data available and only a small collection of datasets，we will start by looking at some general runtime scaling．Since the only configuration we were able to apply to all datasets is $k=2$ and $i=2$ ， this is the data we will visualise．In Figure 5.5 runtime scaling for both the core computation and mapping step is plotted against the number of vertices and edges in the datasets．


Figure 5．5：Runtime scaling for each dataset for $k=2$ and $i=2$ ．
From these plots it appears that the runtime generally appears to scale linearly in both the number of vertices and the number of edges．However，it is also clear that the dataset itself influences the runtime to a certain extent as neither of the plots is consistently increasing．For our specific sample this can be explained by the edge or vertex count being significantly different，for example for Figure 5．5a＇ego－Facebook＇has significantly more edges than＇Advogato＇，which presumably causes the runtime spike．However，without more data points it is hard to say if this reasoning holds in general or if graph structure also plays a role．In Figure 5.6 we show a similar plot for the core count instead of the runtime．


Figure 5．6：Core count scaling for each dataset for $k=2$ and $i=2$ ．

These plots again show what appears to be a general linear trend with significant distortions．However，the spikes in Figure 5．6a and 5．6b are caused by＇ego－Facebook＇and＇Epinions＇respectively．These datasets both have the highest label count out of any of the datasets．Since having more labels leads to more distinguishable graph structure，this would also lead to more cores，likely explaining the spikes．However，it is also worth noting that these two datasets are the only two datasets with synthetic edge labels，which may offer an alternative explanation．It is also still important to note that we really do not have enough datasets to say anything conclusive about these relatively minor fluctuations．However，the general trend appearing to be linear instead of quadratic or worse is promising．
Finally，we will look at some scaling properties when varying the diameter and intersection limit．Specifically， we will look at the core count scaling in the＇Robots＇dataset when varying $i$ and the core count scaling in the ＇Example＇dataset when varying $k$ ，the relevant data is plotted in Figure 5．7．Note that this also means that there may be an inherent dataset specific bias in these plots．


Figure 5．7：Core count scaling when varying $k$ and $i$ ．
From Figure 5．7a it appears that the core count scales exponentially with the maximum number of intersection． This result is as expected as the algorithm computing intersection cores from Section 4.2 .4 is also of an expo－ nential nature．The core count scaling without any intersection limit when varying $k$ in Figure 5．7b appears to be super－exponential．Given the extremely small nature of the＇Example＇graph，this means complete indices for large values of $k$ on larger graphs are almost impossible to construct in practise．

## 5．2．3．2 Core Distribution

Since we now have a rough idea of the general scaling behind core computation，next we will attempt to get a better idea of where exactly these cores reside in the completed index．Although it would be ideal if all blocks had roughly the same number of cores，this seems extremely unlikely given that some vertices have much more distinctive structure around them than others．For example，in the example graph given in Figure 5.4 in Section 5．2．1．1 the vertex labelled＇ 2 ＇acts as a sort of hub node．All these incoming edges make it possible for many different queries to involve this vertex．The opposite would be single vertices that are only connected to the rest of the graph by a single edge or path of edges，vertices like this have comparatively less identifying structure． Given that many graphs occurring in practice feature these hub nodes we expect that the distribution of cores in a graph is far from even．To get a better idea of what the distribution looks like exactly we have made a histogram for all the datasets with a sufficiently large number of index partitions，meaning the＇Example＇ dataset is excluded．These histograms are visualised in Figure 5．8．When interpreting these histograms it is important to note the double log scale，which means that the size of the histogram buckets scales exponentially． Note that the log scale also hides buckets with only a single block in them．However，the rightmost bucket always contains at least one block，this is especially relevant for Figures 5.8 h 5.8 i and 5.8 j ．


Figure 5．8：Core distribution for each dataset．

From these histograms it is clear that the distribution of cores in the index is extremely uneven，with in extreme cases a single block having more cores than all the other blocks in the index combined．However，this result is also not entirely unexpected，since as mentioned，graphs tend to have both extremely well connected nodes and nodes with barely any connections．Unfortunately，this distribution does suggest that our computation strategy of computing blocks in parallel may not be the best fit．Instead it could be beneficial to attempt to find an alternative method where these extremely large blocks can be split up into multiple computation tasks．

## 5．2．3．3 Block Computation Progress

Since we now know how the cores are distributed through the index，we will next look at how the index computation time is affected by this．Since we need the computation process to take a reasonable amount of time to see any meaningful data，we will focus on runs where core computation took more than 10 minutes．For each of these runs，the total number of blocks that had all their cores computed is plotted against the runtime in Figure 5.9


Figure 5．9：Fully computed blocks over time for the datasets．
Judging from these runs it appears that often blocks are initially being finishes at a rather slow rate，followed by a gradual increase in speed towards the end．This makes sense given that we know that some blocks have significantly more cores than other blocks from Section 5．2．3．2 Moreover，this result is expected as it was observed during testing that large blocks are grouped together during sorting by the partitioning step．We take advantage of this by starting the processing on the largest blocks to improve the work distribution．This means that the blocks get progressively less expensive to compute．However，there are also more extreme cases．For example，for＇Robots＇in Figure 5.9 f all blocks except for one finish computing within about 1 hour，after which
the final block takes the remaining 24 hours of the runtime．Based on the histogram from Figure 5．8jin Section 5.2 .3 .2 this makes sense，as this block has between $2^{29}$ and $2^{30}$ cores．However，given that 63 CPU threads were idle while this block was being computed，a better work distribution could be beneficial．

## 5．3 Query Evaluation

Finally，we will end with some notes on query evaluation performance，for which we did not run any tests． Note that query performance for the current index is determined entirely by a simple hash map lookup after the core of the input query is computed．An expectation for the core computation process time was already established in Section 5.1 and the performance of the hash map implementation in Java is not very interesting to discuss here．If the index gets extended to handle queries not strictly within its parameters，something which we will briefly discuss in Section 6．1．3 then query evaluation will become an important component to run tests for．

That being said，given that we have a rough idea of the practical limitations of the index from the results in Section 5．2 we can look at the applicability of the index to common query workloads．In the paper by Sasaki et al．65 the performance of index querying is evaluated using twelve $C P Q$ query templates representative of structures that frequently appear in real world use cases［65，14，13］．These query templates are given in Figure 5.10 and are representative of chains，stars，cycles and flowers．Note that edge labels have been omitted from these templates，but a concrete initialisation of one of these templates would have concrete edge labels on all of its edges．

（a） $\mathrm{C} 2=l_{1} \circ l_{2}$ ．


（e） $\mathrm{S}=\mathrm{C} 2 \cap \mathrm{C} 2$ ．

（b） $\mathrm{C} 4=\mathrm{C} 2 \circ \mathrm{C} 2$ ．

（f） $\mathrm{TT}=\mathrm{T} \cap \mathrm{C} 2$ ．

（c） $\mathrm{C} 2 \mathrm{i}=\mathrm{C} 2 \cap i d$ ．

（h） $\mathrm{SC}=\mathrm{S} \circ l$ ．

（j） $\mathrm{Si}=\mathrm{C} 4 \cap i d$ ．

（k） $\mathrm{St}=\left(l_{1} \circ l_{1}^{-}\right) \cap\left(l_{2} \circ\right.$
$\left.\left.l_{2}^{-}\right) \cap\left(l_{3} \circ l_{3}^{-}\right) \cap i d\right)$ ．

（1） $\mathrm{ST}=\mathrm{S} \circ \mathrm{T}$

Figure 5．10：$C P Q$ query templates，only source and target are indicated and edge labels are left free．
Before we can determine which of these templates can readily be accelerated using the current index design，we first need to determine the diameter $k$ and maximum number of intersections for each of these query templates． For all of the templates these properties have been compiled in Table 5．6 Recall that intersection with identity does not count towards the maximum intersections limit，no intersections is indicated in the table as 1 ．

Table 5．6：Overview of query template attributes．

| Template | Figure |  | Diameter | Intersections |
| :---: | :---: | :---: | :---: | :---: |
| C2 | Figure | 5.10 a | 2 | 1 |
| C4 | Figure | 5.10 b | 4 | 1 |
| C2i | Figure | 5．10c | 2 | 1 |
| T | Figure | 5．10d | 2 | 2 |
| S | Figure | 5.10 e | 2 | 2 |
| TT | Figure | 5.10 f | 2 | 3 |
| TC | Figure | 5.10 g | 3 | 2 |
| SC | Figure | 5．10h | 3 | 2 |
| Ti | Figure | 5.10 i | 3 | 1 |
| Si | Figure | 5．10j | 4 | 1 |
| St | Figure | 5.101 | 2 | 3 |
| ST | Figure | 5．10k | 4 | 2 |

Based on the data in this table，we can conclude the following．First of all，note that six of the query templates have a diameter $k$ that is greater than 2．Even ignoring the fact that computing cores for $k>2$ has proved challenging，computing the base partitions required for these query templates is already a challenge．Thus it is likely that these queries will instead have to be decomposed into smaller diameter parts before the index can be used to accelerate them．Secondly，note that a majority of the templates has a low maximum intersection count， with only two queries requiring a limit of 3 ．This is a promising result as computing cores for an intersection limit of 2 generally seems feasible without significant overhead．Overall，this means that even with low limits like $k=2$ and $i=3$ already half of these templates can be retrieved directly from a constructed index．Note that the remaining query templates can be evaluated using exactly two index retrievals．

## 5．4 Discussion

Within this chapter we have presented an exhaustive performance evaluation of the proposed index on a number of datasets representative of real world use cases．Although the proposed index has practical limitations，the index is also promising in more restrictive configurations．In this section we will briefly summarise the results of the performance evaluation and compile all the strengths and weaknesses of the $C P Q$－native Index．

As mentioned in Section 5．2．2 partitioning currently often takes a significant amount of time on larger datasets． However，as mentioned this step was not a focus for optimisation in this thesis，so significant performance improvements are likely possible．Nevertheless，it is worth noting that as shown in Section 5．2．3 core computation for low values of $k$ and $i$ is often significantly faster than the partitioning step．This means that computing at least some cores does not need to impose significant construction overhead．Moreover，under these limits core computation appears to follow a surprisingly linear trend in the number of vertices and edges in the dataset as shown in Section 5．2．3．1．
Unfortunately，in Section 5．2．3．1 we also find that scaling in the limiting parameters $k$ and $i$ themselves is not very promising．The exponential scaling in the number of cores when increasing $i$ presents a serious scalability concern and the super－exponential scaling in the number of cores when increasing $k$ makes indices for a large value of $k$ practically impossible to compute．In fact，these trends mean that available RAM memory is more likely to become an issue instead of the increase in runtime．Exacerbating this is issue the incredibly uneven distribution of cores throughout the index as shown in Section 5．2．3．2．It is far from ideal that often a few large blocks we may never even need for query evaluation are contributing the majority of the cores in the entire index．Furthermore，these blocks are also the root cause of the suboptimal block computation progression shown in Section 5．2．3．3

Nevertheless，as highlighted in Section 5．3 while the aforementioned issues are worthy of consideration，they do not present an immediate usability concern．Many of the $C P Q$ s appearing in practice are small enough that they can be accelerated using an index operating under extremely restrictive limits．The number of intersections in particular generally appears to be below 3 ．Instead，the larger diameter required for some queries is a more serious cause of concern given the aforementioned scaling issue related to $k$ ．However，as noted，the query templates that were presented can all be split such that they can be accelerated by the index in just two lookups．We therefore conclude that a limited form of native support for $C P Q \mathrm{~s}$ can realistically be provided by a graph database index and that this is a valuable asset in real world use cases．

## Concluding Remarks

In this thesis we have set out to create a $C P Q$－native graph database index．During this process we have both achieved our original goal of creating this index，as well as created several components that are valuable contributions in their own right．In Chapter 2 we started by introducing basic concepts and terminology required to build the index．Then in Chapter 3 we covered computing the core of a $C P Q$ ，the most important building block for the proposed index．Moreover，in the process we developed new algorithms for computing tree decompositions and for computing graph cores，we also adapted an existing query containment algorithm and designed a strategy for computing canonical forms with nauty．Next in Chapter 4 we then finally introduced the $C P Q$－native Index and extensively documented how the cores for each block can be computed，we also presented a slight modification to the original partitioning method to support $C P Q$ core computation．Finally， in Chapter 5 we presented an extensive evaluation of the performance of the created index．

Overall，we have not only succeeded in creating a $C P Q$－native Index，but we have also shown in Section 5.3 that it can realistically be deployed to accelerate common queries as long as proper limits are configured． Thereby successfully answering our problem statement of how to index $C P Q$ s to accelerate query evaluation， and accomplishing our goal of creating an index that can be deployed for real world use cases．Nevertheless， there are still clear limitations to the approach presented in this thesis．Large diameters for the index result in serious computation issues and the same holds true for intersections if not limited．As soon as a single block in a layer builds up a sizeable number of cores，it is unlikely that the next layer can still be computed due to the exponential and quadratic nature of several involved algorithms．Ultimately，there is still a lot of work that can be done to either improve or augment the proposed index and we will discuss some of these future research directions in Section 6．1．However，the presented index can also be used as inspiration to develop indices for other query languages．As mentioned in Section 2．3，both the index ${ }^{1}$ and all the individual utilities ${ }^{2}$ are open－source and available on GitHub 37，36］for further research and development．

## 6．1 Future Work

As already mentioned in various places throughout this thesis，there are many components that could still be improved．The main goal of this thesis was to explore the feasibility and practical limits of an index completely based around $k$－path－bisimulation and $C P Q$ cores，without sacrificing coverage or query performance．However， as we have seen in Chapter 5 this does mean that the current index has a number of practical limitations． In this section we will present some directions for future work，some of these items focus on improving the performance of the current approach，while others are alternative directions based on certain trade－offs．

## 6．1．1 Query Homomorphism Testing

The current implementation of the query homomorphism testing approach presented in Section 3.1 .3 admits an important optimisation．Currently the approach makes use of the fallback method from the paper where a tree decomposition is computed from the query incidence graph instead of a query decomposition［17］．This was done because currently no algorithms are known that can directly compute a query decomposition．However， the authors of this paper suspect that computing a query decomposition is easier than computing a tree de－ composition．Moreover，$C P Q$ s are of treewidth 2，which may mean that a query decomposition can efficiently be computed for them．Developing an algorithm to compute $C P Q$ query decompositions could be done to achieve better query containment testing times．This is especially significant due to the large number of query containment checks performed for core computation during index construction．However，it is worth noting that tree decomposition and incidence graph computation are not currently the most expensive components of the core computation algorithm．

[^2]
## 6．1．2 Custom Canonisation

Currently nauty 54 is used to compute canonical labellings of $C P Q$ query graphs．However，as shown in Section 3．4．2 this requires several transformations of the input graph．Moreover，nauty has been developed for the general case，meaning its runtime may not be best for $C P Q \mathrm{~s}$ which are of treewidth 2 and thus likely admit a tailored more optimised approach．Therefore，there may be merit in attempting to develop a canoni－ sation algorithm specifically tailored towards $C P Q$ s to further improve the performance of canonisation．More recommendations around this topic can be found in the $C P Q$ Keys report［35］．

## 6．1．3 Beyond $C P Q$ s

Currently the index can only be used to accelerate the processing of queries of at most a specific diameter $k$ ． However，in practice we will likely often need to evaluate queries that have a larger diameter than the diameter the index was constructed for，or even queries that are not $C P Q \mathrm{~s}$ at all．Moreover，even for queries like this we would like to leverage the index we have already constructed as much as possible．In order to process queries like this we need to decompose them into a set of index compatible $C P Q_{k}$ queries that can be evaluated individually and then have their results combined．For example，if we have a long path we can split it into smaller paths of a given maximum length and then simply chain the results．The language－aware path index 65 does something similar，where any input query is covered by paths．For the $C P Q$－native Index we want to cover our input $C P Q \mathrm{~s}$ with $C P Q_{k}$ queries instead．Also note that the intersection limit of the index should be respected during this process．Researching the most efficient way to cover general queries like this is an important direction for future work．

## 6．1．4 Better Multi－threading

As noted in Section 5．2．3．3 the runtime of core computation during index construction can sometimes be dominated by a single block．Ideally we would want to make it possible for multiple CPU threads to work on the same block at the same time to prevent this from happening．For example，for the example with the ＇Robots＇dataset with $k=2$ and $i=8$ ，the last block took 1 thread 24 hours with 63 other threads being idle． This means that if all threads could work on this block at the same time，the runtime for index construction could be reduced by 23.5 hours．In this particular example that would mean reducing the total runtime of index core computation by $83 \%$ ．

## 6．1．5 Core Computation Outliers

As noted in Section 5.1 .2 major outliers are an important issue for the current core computation algorithm． It would be worthwhile to investigate if there is any prevalent structure in these outliers that we can take advantage of to achieve a better average runtime with less variance．

## 6．1．6 Accepting Superfluous Cores

By far the most time during block computation is spent computing the core of candidate $C P Q$ s．However， note that many candidate $C P Q$ s are either already cores or their core will also be computed via an alternative route．This makes it theoretically possible to simply accept these non cores and store them as if they were cores， meaning we can completely skip most core computations．It is an interesting research question if this trade－off is worth it as potentially much more storage may be required for some datasets．

## 6．1．7 Optimise Partitioning

As clearly visible in Section 5．2．2 the partitioning performance of the current reference implementation is relatively slow．Recall that there were optimisations in the original language－aware index 65 that we did not implement．However，some of these optimisations should still be applicable and could therefore result in significantly better partitioning performance．

## 6．1．8 Input Query Splitting

As clearly visible in Section 4．2．4 intersection cores contribute the most queries to the complete index．As such， one method to mitigate this issue is to split input queries into the individual main paths that would otherwise be stored as intersections for the top layer of the index．We then simply look up each of these individual queries and combine the results．Note though that this method negatively affects query performance．However，this trade－off may be worth it for certain applications．

## 6．1．9 Optimise Core Computation

As already mentioned at some points during Section 4．2，there are currently still a number of inefficiencies in the general method that lead to more cores being computed than strictly required．Obtaining a tighter bound on the algorithms used to compute candidate cores can greatly reduce the time required to compute cores for the index．In particular，if we can prove a bound to be tight to the point that no superfluous cores are computed at all，then we can skip the expensive core computation algorithm and only perform core canonisation． Currently，as already mentioned one of the core problems is the issue of backflow mentioned in Section 4．2．4 Another issue already mentioned is the problem surrounding identity in join cores brought up in Section 4.2 .3 This issue actually also gives rise to a second problem．Note that the join of two cores where the source and target are the same node，is essentially the same as taking the intersection of the cores．This means that for blocks representing looping paths，some of the join cores are intersections already，leading to more work for the intersection algorithm．However，note that fortunately this problem is limited to blocks representing loops．

## 6．1．10 Index Maintenance

Within this thesis we did not thoroughly investigate if the $C P Q$－naive Index can be maintained efficiently． However，we do know from the extended report［64］for the language－aware indexing paper that the language－ aware index can be maintained efficiently．Note that cores are computed per block，so in theory we can just recompute the cores for only the blocks that changed during an update．However，it remains to be seen if the update method for the partitioning is compatible with the information required for core computation．

## 6．1．11 Interest Awareness

As noted in Section 4．5，limiting intersections is already a limited form of interest awareness where we give the user some degree of control over which cores they want the index to store．However，giving the user full control over which cores they want in the index is a major step towards a more scalable index．More information about this can also be found in the language－aware indexing paper 65］as an interest－aware variant of the path index is also proposed．

## 6．1．12 Topology Awareness

As discussed in Section 5．2．3．2 and 5．2．3．3，vertices with many connections tend to contribute the largest number of cores in the index．Consequently，this also means that these vertices dominate the runtime for core computation．This situation is not ideal as we do not want to be dedicating a majority of the memory and computation resources to single blocks that are generally few in number．Instead，this suggests that the index should be aware of the topology of the graph．Once the index is topology aware we can then apply specialised data structures or limits on a per block basis．For example，we can consider data structures that do not explicitly materialise the entire core set for a block and instead do extra work at query time，or core construction limits that only apply to specific blocks．This extension would make it easier to adapt the index to specific database graph and complements interest awareness discussed in Section 6．1．11
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## Plain $C P Q$ Generation

This appendix contains the random $C P Q$ generation algorithm originally presented in Algorithm 1 in Section 2.5.1 of the CPQ Keys report [35]. The algorithm is relatively straightforward and shown in Algorithm 66 The original motivation behind this algorithm was to provide a significantly more efficient and random method of generating random $C P Q$ s than the schema driven method that was originally developed for gMark 33]. Note that this original approach was limited in its randomness due to its adherence to a specific graph schema, while the new algorithm only follows the rules of the $C P Q$ grammar from Section 2.2.2

```
Algorithm 6 Conjunctive Path Query Generation
    procedure GeneratePlainCPQ \((r \in \mathbb{N}, i \in\{\) true, false \(\}, \mathcal{L}) \triangleright\) Rule applications, allow identity, labels
        if \(r=0\) then
            if \(i \wedge\) RandomBoolean ()\(=\) true then
                    return \(i d\)
            else
                \(l \leftarrow \operatorname{SelectRandom}(\mathcal{L})\)
                if RandomBoolean ()\(=\) true then
                    return \(l\)
                else
                    return \(l^{-}\)
                end if
            end if
        else
            \(s \leftarrow \operatorname{UnIFORMRANDOM}(0, r-1)\)
            if RandomBoolean ()\(=\) true then
                return \(\operatorname{GeneratePlainCPQ}(s\), false, \(\mathcal{L}) \circ \operatorname{GeneratePlainCPQ}(r-s-1\), false, \(\mathcal{L})\)
            else
                return \(\operatorname{GeneratePlainCPQ}(s\), true, \(\mathcal{L}) \cap \operatorname{GeneratePlainCPQ}(r-s-1\), false, \(\mathcal{L})\)
            end if
        end if
    end procedure
```

It should be noted that this algorithm intentionally prevents two technically valid but otherwise uninteresting $C P Q$ patterns from being generated. The first is the conjunction of the identity operation with itself, given that $i d \cap i d=i d$. The second is the join of identity with another $C P Q$, for a $C P Q q$ this would result in $q \circ i d=q$. The algorithm takes three arguments as input. The first $r$ is the number of join and conjunction rule applications. From the $C P Q$ grammar, this refers to the exact number of times the grammar steps containing join ' $o$ ' and conjunction ' $\cap$ ' are applied. The second argument $i$ is a boolean indicating whether it is allowed for the algorithm to return the $C P Q$ containing only the identity operation. The last argument $\mathcal{L}$ is a set of labels that the algorithm is allowed to pick from to form the $C P Q$. This set of labels should not include inverse labels.

For the initial call to the algorithm the value of $i$ should be set to false. Not doing this makes it possible for the $C P Q$ consisting of only $i d$ to be generated, which for most applications will be an undesired query. The set of labels $\mathcal{L}$ should also contain at least one label. There are no restrictions on $r$ as long as it is a natural number (zero is allowed).

## gMark Setup

This appendix will detail how to use and obtain a copy of the updated gMark software. The software is released on GitHub ${ }^{1}$ and the README file of the repository will always contain the most up-to-date instructions on using the software. This appendix is written for release 1.2 of gMark [37] and may not be fully correct for newer releases of gMark. To support a wide variety of use cases, gMark is a available in a number of different formats, including as a docker imag $\epsilon^{2}$ and as a standalone executable. However, these release types are only relevant if the intent is to use gMark to generate query workloads. To make use of all the $C P Q$ related features, gMark should either be used as a maven dependency or be developed directly.

## B. 1 Usage Example

Most of the $C P Q$ related utilities are accessible via the $C P Q$ class and all general utilities are located in the dev.roanh.gmark.util package. For example, the following snippet in Listing B. 1 shows two methods to construct the $C P Q a \cap a$, how to generate a random $C P Q$, and how to compute the core of each.

Listing B.1: Usage example for the $C P Q$ API in gMark.

```
Predicate a = new Predicate(0, "a")
QueryGraphCPQ core;
core = CPQ.parse("a \cap a").computeCore();
core = CPQ.intersect(a, a).toQueryGraph().computeCore();
core = CPQ.generateRandomCPQ(4, 1).toQueryGraph().computeCore();
```


## B. 2 Maven Artifact

An artifact ${ }^{3}$ for gMark is available on maven central, so it can be included directly in another Java project using build tools like Gradle and Maven. This way it becomes possible to directly use all the implemented constructs and utilities. A hosted version of the javadoc for gMark can be found at gmark.docs.roanh.dev ${ }^{4}$

Listing B.2: Gradle setup for gMark.

```
repositories{
    mavenCentral()
}
dependencies{
    implementation 'dev.roanh.gmark:gmark:1.2'
}
```

Listing B.3: Maven setup for gMark.

```
<dependency>
    <groupId>dev.roanh.gmark</groupId>
    <artifactId>gmark</artifactId>
    <version>1.2</version>
</dependency>
```

[^3]
## B. 3 Development of gMark

The gMark repository contains an Eclips $\underbrace{5}$ and a Gradl $\underbrace{6}$ project with Uti $]^{7}$ and Apache Commons CL $\|^{8}$ as the only dependencies. Development work can be done using the Eclipse IDE or using any other Gradle compatible IDE. Unit testing is employed to test core functionality and continuous integration is used to run checks on the source files, check for regressions using the unit tests, and to generate release publications. Compiling the runnable Java archive (JAR) release of gMark using Gradle can be done using the following command in the gMark directory:

```
./gradlew clientJar
```

After running this command the generated JAR can be found in the build/libs directory. On Windows ./gradlew.bat should be used instead of ./gradlew. Note that this command builds gMark including its graphical user interface, if only command line usage is desired then a slightly smaller release JAR can be obtained using:
./gradlew cliJar
Again, the generated JAR can be found in the build/libs directory and on Windows ./gradlew.bat should be used instead of ./gradlew.
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## Index Setup

This appendix will detail how to use and obtain a copy of the $C P Q$-native Index software. The software is released on GitHub ${ }^{11}$ and the README file of the repository will always contain the most up-to-date instructions on using the software. This appendix is written for release 1.0 of the $C P Q$-native Index and may not be fully correct for newer releases.

To support a wide variety of use cases the index software is a available in a number of different formats:

1) As a standalone executable with a command line interface.
2) As a docker image.
3) As a maven artifact.
4) For development.

However, it should be noted that some of these options provide less control over the execution environment than others. The recommended way to use the index software is to either incorporate it directly in some other piece of software, or to use the Java archive release if no customisation is required. Allocating as much RAM to the heap of the process as possible is recommended when computing an index for large graphs.

## C. 1 Command-line Usage

When using the command line interface of the index, the following arguments are supported:

```
usage: index [-c] -d <file> [-f] [-h] [-i <max>] -k <k> [-l] -o <file> [-t <number>] [-v <file>]
    -c,--cores If passed then cores will be computed.
    -d,--data <file> The graph file to create an index for or a saved index file.
    -f,--full If passed the saved index has all information required to compute cores.
    -h,--help Prints this help text.
    -i,--intersections <max> The maximum number of branches for intersection cores (default unlimited).
    -k,--diameter <k> The value of k (diameter) to compute the index for.
    -l,--labels If passed then labels will be computed.
    -o,--output <file> The file to save the constructed index to.
    -t,--threads <number> The number of threads to use for core computation (1 by default).
    -v,--verbose <file> Turns on verbose logging, optionally to a file or Discord.
```

For example, a base index without cores can be constructed using:

```
java -Xmx1900G -jar Index.jar -f -d graph.edge -k 2 -t 64 -v log.txt -o base_index.idx
```

The -Xmx argument is passed to Java and controls the maximum amount of RAM that will be used for the heap. Later a version of the base index with cores can be constructed using:

```
java -Xmx1900G -jar Index.jar -d base_index.idx -k 2 -c -t 64 -v discord:log.txt -o index.idx
```

Note that discord: can be prepended to the log file argument, which will send computation progress updates to the webhook configured in the DISCORD_WEBHOOK variable in the Main class of the program. By default no webhook is configured, so configuring this requires compiling from source as descried in Section C.5. For testing the robots dataset is available in the CPQ-aware Index repository ${ }^{2}$
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## C. 2 Executable Download

Pre-compiled binaries of this version of the $C P Q$-native Index for all major operating systems can be found in the repository README and releases section The current version of the index requires Java 17 or higher to run. Note that the Windows executable release does not offer the same degree of control over the heap size as the Java archive version.

## C. 3 Docker Image

The $C P Q$-native Index is available as a docker imagq $母^{4}$ on Docker Hub. This means that you can obtain the image using the following command:
docker pull roanh/cpq-native-index:latest
Using the image then works much the same as regular command line usage as described in Section C. 1 For example, we can generate the example base index from Section C. 1 using the following command:

```
docker run --rm -v "$PWD/data:/data" roanh/cpq-native-index:latest java -Xmx1900G -jar
    Index.jar -f -d /data/graph.edge -k 2 -t 64 -v /data/log.txt -o /data/base_index.idx
```

Note that we mount a local folder called 'data' into the container to pass our graph and to retrieve the generated index and logs. Also note that the entry point of the image has to be overridden to explicitly allocate more RAM to the heap.

## C. 4 Maven Artifact

The $C P Q$-native Index is available on maven central as an artifact ${ }^{5}$ this way it can be included directly in another Java project using build tools like Gradle and Maven. Using this method it also becomes possible to directly use all the implemented constructs and utilities. A hosted version of the javadoc for for the index can be found at cpqnativeindex.docs.roanh.dev ${ }^{6}$

Listing C.1: Gradle setup for $C P Q$-native Index.

```
repositories{
    mavenCentral()
}
dependencies{
    implementation 'dev.roanh.cpqnativeindex:cpq-native-index:1.0'
}
```

Listing C.2: Maven setup for the $C P Q$-native Index.

```
<dependency>
    <groupId>dev.roanh.cpqnativeindex</groupId>
    <artifactId>cpq-native-index</artifactId>
    <version>1.0</version>
</dependency>
```

Note that the maven release of the index does include pre-compiled binaries of the native library for Windows and Linux. These binaries will be extracted to the lib folder when used. However, it is possible that directly compiling on the target system may result in better performance.
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## C. 5 Development of the Index

The $C P Q$-native Index repository contains an Eclips $\varepsilon^{7}$ and a Gradle $]^{8}$ project with gMark $9^{9}$ and Apache Commons CL ${ }^{10}$ as the only dependencies. In addition, in order to compile the native library a C compiler and CMake are also required. Development work can be done using the Eclipse IDE or using any other Gradle compatible IDE. Unit testing is employed to test core functionality. Continuous integration is used to run checks on the source files, check for regressions using the unit tests, and to generate release publications.

Compiling the native library can be done using the following command in the CPQ-native Index directory:
./gradlew compileNatives
Running this command will place the compiled native library in the lib directory. Next, compiling the runnable Java archive (JAR) release of the index using Gradle can be done by running the following command in the same directory:

```
./gradlew shadowJar
```

After running this command the generated JAR can be found in the build/libs directory. On windows ./gradlew.bat should be used for both commands instead of ./gradlew. Also note that the native libraries should always be compiled before building a complete release JAR.

In software, an index can be constructed using the constructor in Listing C.3.
Listing C.3: Software index construction.

```
Index index = new Index(
    IndexUtil.readGraph(graphFile),
    k,
    cores,
    labels,
    threads,
    intersections,
    listener
);
```
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